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1 Summary    

This report has been compiled by researchers of the Swiss Seismological Service (SED) of ETH 

Zurich as commissioned by the State Supervision of Mines (SodM), who are the supervisor of mining 

activities in the Netherlands and an advisor to the Dutch ministry of Economic Affairs and Climate Policy 

(both in regard to the safety of people and the protection of the environment). This is a preparatory study 

for the development of a new protocol for Seismic Hazard and Risk Assessments (SHRA) of induced 

seismicity related to the production of small gas fields in the Netherlands. The report is organized as follows: 

sections 2 to 4 contain a literature review of the state-of-the-art regarding seismic hazard and risk assessment 

of induced seismicity, section 5 includes a critical review of the current Dutch SHRA protocol, and in 

section 6 a list of recommendations for a future updated version of the protocol is provided. We benefitted 

from frequent interaction with the Dutch State Supervision of Mines and an external review panel of three 

experts during this process. 

The literature review of the state-of-the-art of scientific research involved all relevant components 

of the current Dutch SHRA (and of similar SHRAs adopted in other jurisdictions), with special focus on 

gas extraction. Both the cited literature in the current guidelines and new relevant publications that have 

emerged in the past 7 years have been considered for review. The field of induced seismicity has seen 

prolific writing since 2015 and thus many new methodologies have been introduced. Because of the 

attention paid to the situation in Groningen, many Dutch-specific models have been published and could 

now be considered and compared. Any recent publications related to datasets or core methods employed 

in the existing protocol were also considered for review. To that end, a significant portion of the literature 

review was devoted to (1) past global case-studies of fluid-extraction induced earthquakes, (2) the estimation 

of the seismicity rates via geomechanical modeling, (3) suitable ground-motion prediction models (4) 

updated site-amplification functions for the country, (5) recent relevant fragility and vulnerability functions 

and (5) modeling frameworks for seismic risk assessment. 

The strengths and weaknesses of the new approaches in relation to the current ones are 

documented and justified in our critical review of the existing protocol. Finally, we identified and outlined 

detailed suggestions for improving or fully replacing components of the current SHRA protocol. Specific 

recommendations are made for all the components of the SHRA protocol with justifications from the cited 

literature. The overall 3-step design of the protocol remains the same. However, we recommend refinement 

of the procedures followed for Step 1 (DHAIS), and replacement of the procedure followed for Step 2 

(SRA). The improvements proposed for Step 1 are methodological, rather than conceptual, while the new 

version of Step 2 is much more quantitative and in line with the latest regulatory framework. Practical 

considerations were made to render Step 2 easily enforceable by practitioners without specialized scientific 

or computational background. Furthermore, we recommend a much more structured layout for the risk 

management plan submitted by the operators. 
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2 Case studies of induced seismicity related to fluid extraction 
In this section, we provide a literature review of induced seismicity cases caused by fluid extraction, 

primarily focusing on operations such as groundwater withdrawal and petroleum production. Lessons 

learned from historical cases could inform both prevention and mitigation protocols. They may provide 

clues on the triggering mechanisms, on the maximum expected magnitudes and on the interplay between 

overlapping human activities. We should acknowledge the bias of published research towards cases where 

the earthquakes were most impactful; in other words, there are many undocumented areas where fluid 

extraction did not cause any detectable levels of seismicity. There could also be areas where low-magnitude 

seismicity was triggered but remained undetected from the existing (sparse) seismic networks. Our search 

initiated from past literature reviews (including references within) [Suckale, 2009; Wilson et al., 2017; 

Foulger et al., 2018] and the HiQuake database (https://inducedearthquakes.org/).  We expanded our 

search for recent papers (after 2018) that had either cited these works or included terms such as 

“production/extraction” and “earthquake/seismicity”, via a Google Scholar search.  Upon examining each 

basin/case, we expanded our search in these areas for additional relevant information. 

First, it would be good to clarify that the terms “induced” and “triggered” seismicity are often used 

interchangeably in the literature, despite not being identical. “Induced” seismicity refers to earthquakes that 

are directly caused by a human activity, remain largely contained within the perturbed rock volume, and 

release a minority amount of accumulated tectonic strain. On the other hand, “triggered” seismicity refers 

to ruptures linked to a human activity, which propagated outside the perturbed rock volume, releasing 

mostly tectonic strain. “Triggered” earthquakes were likely to eventually occur naturally, but were brought 

forward in time by a human activity. What is more confusing, is that naturally occurring aftershocks are 

also called “triggered” seismicity. As far as the Netherlands is concerned, the situation is more clear, because 

the tectonic activity in the country is very low and thus it is reasonable to assume that any magnitudes close 

to the ones observed so far are “induced”. 

Our intention here is to focus on extraction and ignore subsurface injection, with the latter being 

often understood as one of the primary drivers of induced earthquakes.  Despite this intention, there are 

cases with mixed operations – such as secondary recovery in oil production fields, which uses fluid injection 

to manage reservoir pressures and increase resource productivity.  These ambiguities are unavoidable, since 

the literature has noted examples that were initially reported as solely production related but have since 

been recognized as having influences from injection/disposal [e.g., Grasso et al., 2021].  Unambiguously 

distinguishing between the two would require a close statistical examination of the underlying data of each 

case [Grigoratos et al 2022].  Thus, we ultimately chose to expand our literature review to include secondary 

recovery cases too (Figure 1).  We also note that studies on production induced earthquakes were sparse in 

the past, as a reflection of the sparse and sporadic monitoring networks in intraplate regions.  Thus, the 

reporting of production induced earthquakes will be incomplete and inconsistent. 

Here, we organize the details of our literature review into subsections, starting from the operational 

cause and then further subdividing into geological basins or geographical locations.  Each location is written 

https://inducedearthquakes.org/
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in a parallel style that answers pertinent questions such as the targeted formation and field, tectonic regime, 

baseline seismicity, (induced) earthquake proximity to reservoir/aquifer, temporal relationship/lag, largest 

magnitude, style of reactivated fault slip, triggering mechanism, strength of evidence, and reported 

consequences of the events.  We exhaustively cite all the literature found, as relevant for each case.  While 

we aim to address all these topics, each case will differ in the amount and depth of preexisting literature – 

which in some cases significantly restricts the scope of case examinations. Comprehensive reviews of 

induced seismicity that cover extraction/production cases can be found in prior works [Nicholson & 

Wesson, 1992; McGarr et al., 2002; Suckale, 2009; Grünthal, 2014; Foulger et al., 2018; Chen et al., 2023]. 

 

Figure 1. Global locations of case studies.  Case studies (circles) are separated by anthropogenic type: 

either from oil and gas production (orange) or groundwater extraction (blue). 

 

2.1 Oil and gas production (including secondary recovery) 

2.1.1 Groningen gas field 
The Groningen gas field (~900 km2) was first discovered in 1959 with the drilling of the Slochteren 

No. 1 well, and production began in 1963 [Stauble & Milius, 1970]; it is the largest gas field in Western 

Europe and among the largest in the world [Whaley, 2009].  The target reservoir is the Permian aged 

sandstones of the Upper Rotliegend Group at 2600-3200 m depth (~100-300 m thick) [de Jager & Visser, 

2017].  The underlying Carboniferous strata are coal-bearing and is thought to be the main gas source-rock.  

Over the extent of the entire field, the gas is sealed by the Permian aged Zechstein evaporites overlying the 

reservoir. 

In the Netherlands, seismicity is primarily concentrated within the Roer Valley Graben, which is 

an active rift [Dost & Haak, 2007].  There, normal faulting and strike-slip events predominate, with the 

largest documented earthquakes being ML 5.8.  On the other hand, the northeast of the Netherlands is 

thought to be stable and essentially tectonically aseismic [Muntendam-Bos et al., 2022].   

The idea that the northeast Netherlands was aseismic was first challenged in 1986, when a ML 2.8 

earthquake was recorded at the Eleveld gas field near Assen.  Following this, a small array was installed in 
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1988 – recordings there discerned that seismicity in the area was more widespread than originally thought 

[Dost & Haak, 2007].  Northeastern Dutch earthquakes located in or around existing gas fields were 

eventually recognized as induced by gas extraction [Gussinklo et  al., 2001; Dost & Haak, 2007; Dost et al., 

2012; Thienen-Visser & Breunese, 2015; Muntendam-Bos et al., 2022].  The first event associated with the 

Groningen gas field was ML 2.4 on 5 December 1991.  The largest magnitude earthquake was the 16 August 

2012 ML 3.6 Huizinge event [Dost & Kraaijpoel, 2013].  The Groningen gas field is the most well studied 

extraction induced seismicity case: events are typically located within the production reservoir [Spetzler & 

Dost, 2014; Willacy et al., 2019], focal mechanisms are predominantly normal with some strike-slip [Dost 

et al., 2020], with events concentrated along mappable faults [NAM, 2015].  Significant subsidence (~10s 

centimeters) has also been noted above the Groningen gas field: partly due to shallower compaction of clay, 

oxidation of shallow peat, and artificially modified groundwater levels, alongside deeper reservoir 

compaction from gas depletion [Thienen-Visser & Breunese, 2015].  This reservoir compaction process is 

thought to drive the Groningen seismicity [NAM, 2015].  Notably, extensive efforts have been placed 

towards better understanding the hazards and risks from these events via maximum magnitude estimates 

[e.g. NAM, 2022], local site amplification [e.g. Kruiver et al, 2022], ground motion models [e.g. Bommer et 

al., 2017], hazard analysis [e.g. Bourne et al., 2015], fragility studies [e.g. Crowley et al., 2017], and risk 

frameworks [e.g. van Elk et al., 2017].  We note that the literature discussed here is a high-level overview 

and thus is not comprehensive. 

Seismicity at the Groningen gas field is arguably certainly induced, with numerous studies reaching 

similar conclusions.  Most of the current literature is now aimed at understanding or managing the 

hazards/risks from these earthquakes. Groningen events here have been widely felt and have caused limited 

structural and extensive non-structural damages; in fact, these induced events have caused significant public 

outrage that eventually spurred the decision to completely abandon gas extraction [van der Voor & Vanclay, 

2015].  Decisions to abandon the field first attempted to reduce production, following the (largest so far) 

ML 3.6 Huizinge event [Muntendam-Bos et al., 2022]. Comparatively speaking, Dutch regulations have been 

more comprehensive than most jurisdictions: including a three-tiered approach that consists of a priori 

screening protocols, hazard/impact assessment, and a (rather generic) risk management plan [Muntendam-

Bos et al., 2015; van Thienen-Visser et al., 2017]. 

 

2.1.2 Small gas fields in the Netherlands and Germany 
While the Groningen gas field is the largest in Western Europe, there are also other smaller gas 

fields in the adjacent regions: stretching from England, through the Netherlands, into Poland.  The fields 

in the Netherlands have been developed since the 1960s, following the success at Groningen, while the 

German fields were developed decades later.  Many of the operational fields target the same gas-bearing 

Rotliegend Group, which is typically deeper in the North German Basin.  Other targets have also included 

the overlying Buntsandstein sandstones, underlying Carboniferous strata, carbonate reservoirs in the 

Zechstein evaporite layer, and reservoirs in the shallow Vlieland sandstones. 
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These gas fields are situated in the Central European Basin, which is composed of several sub-

basins of defined by ~N-S horst and graben structures [Uta, 2017]. Tectonic seismicity in northeastern 

Netherlands and the North German Basin is largely quiescent, with some records of historical events in the 

North German Basin – correspondingly, many of the events exhibit normal or strike-slip motions [Uta, 

2017]. 

The first extraction induced earthquake (ML 2.8) was recorded in 1986 at the Eleveld gas field near 

the town of Assen [Dost & Haak, 2007].  Subsequent monitoring noted cases in Hooghalen and Noord-

Holland.  In the Netherlands, 38 out of 450 gas fields are now associated with induced seismicity, with two 

having larger events (ML>3: Bergermeer & Roswinkel) and only four fields recording more than ten events 

[Muntendam-Bos et al., 2022].  Studies have suggested statistical links to gas fields and seismicity, based on 

geological and operational factors [van Eijs et al., 2006].  Similarly, seismicity (MW 4.4, 20 October 2004) 

has also been noted in the North German Basin, with normal slip that is consistent with depletion induced 

stress changes and the ambient stress field [Dahm et al., 2007; Gudehus et al., 2023].  Geomechanical studies 

have been assessing the potential for German gas fields to reactivate fault slip [Haug et al., 2018; Hergert 

et al., 2022; Gudehus et al., 2023], partly motivated by worries of future Groningen-like scenarios. 

The evidence that events are induced varies on a case-by-case basis.  Most assessments are made 

solely based on spatial association (since very few events have been observed), bolstered by the relatively 

aseismic background and the analogy to the Groningen case.  However, unambiguous indentification for 

some cases in the North German Basin have been hampered by records of historical seismicity [Dahm et 

al., 2007; Uta, 2017].  Many of the larger events in the Netherlands have noted felt reports and damage, 

while the German cases have not [Hergert et al., 2022].  Gas fields in the Netherlands are subject to specific 

seismic regulations, while German gas fields do not have official seismic regulations, although special 

working groups do insist on independent hazard/risk assessments and monitoring [FKPE, 2022]. 

 

2.1.3 Fields throughout the North Sea 
The North Sea was one of the most prolific hydrocarbon basins in the world, hosting a variety of 

oil and gas fields typically within Permian-Cretaceous aged strata [Glennie, 1998].  For example, the Dan 

field targets a Cretaceous Maastrichtian chalk, structured as a dome split into two blocks; it is the oldest oil 

field in the North Sea [Ovens et al., 2008].  Production from the North Sea is declining. 

The North Sea has a low-intermediate rate of seismicity, where most events are within the passive 

margins of the Viking and Central grabens [Jerkins et al., 2020; Ottemöller et al., 2005].  Correspondingly, 

strike slip and normal fault motion dominate the natural seismicity [Hicks et al., 2000].  Much of the 

purported induced seismicity is within the ongoing background seismicity [Musson, 2007]. 

Potential cases of induced seismicity in the North Sea have been reported in disparate fields [Wilson 

et al., 2015].  Notable examples include the Dan [Ovens et al., 1998], Visund [Wiprut & Zoback, 2000], 

Valhal [Zoback & Zinke, 2002], and Ekofisk [Ottemöller et al., 2005] fields.  Typically, events are found to 

spatially correlate with fields, although temporal correlations are not noted/documented [Wilson et al., 

2015].  Depth of events is typically difficult to constrain due to the offshore location; however, cases with 
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downhole geophones had located microseismic events just above the producing reservoir at Valhall 

[Zoback & Zinke, 2002].  The largest reported event in the literature was MW 4.3 on 7 May 2001 at Ekofisk 

[Ottemöller et al., 2005; Selby et al., 2005; Cesca et al., 2011].  Events are typically noted as normal fault 

motion [Zoback & Zinke, 2002; Cesca et al., 2011], which is consistent with the background stress field 

[Hicks et al., 2000].  Many cases have also noted surface subsidence overlying the producing fields [Zoback 

& Zinke, 2002; Cesca et al., 2011]. Reported triggering mechanisms have been varied, suggesting influences 

from post glacial rebound and elevated pore pressure from accumulating/trapped hydrocarbons [Wiprut 

& Zoback, 2000].  Most cases have suggested a pressure decline model [Segall, 1989].  For example, the 

events in the Ekofisk field are consistent with a pressure decline model, but also had (unintentional) water 

injection occurring [Ottemöller et al., 2005; Borges et al., 2020]. 

Much of the potential for induced seismicity in the North Sea is confounded by the ongoing natural 

seismicity [Wilson et al., 2015; Musson, 2007], although this is likely hampered by the poorer offshore 

seismological resolution.  Overall, there appears to be some evidence of a relationship between operations 

and seismicity.  The largest event (MW 4.3) was felt at the Ekofisk offshore platform, no damage was 

reported [Ottemöller et al., 2005].  

 

2.1.4 The Lacq field (France) 
The Lacq field is an anticline structure of ~10 km in lateral extent [Grasso & Wittlinger, 1990], 

located in the Pyrenees in France.  Production is subdivided into two compartments: 1) a shallower Upper 

Cretaceous aged (fractured) dolomites/limestones oil field and 2) a deeper Lower Cretaceous through 

Upper Jurassic aged dolomitic sandstone and limestone gas field [Grasso & Wittlinger, 1990].  Both gas and 

oil have been produced from this region since 1957 and 1955, respectively, with disposal/injection ongoing 

contemporaneously [Bardainne et al., 2008; Grasso et al., 2021].   Gas extraction ended in 2013 [Aocia & 

Brunol, 2018].  Injection has maintained reservoir pressure in the oil field, while the gas field has had 

significant reservoir pressure decline with production [Grasso et al., 2021]. 

The Lacq field is near the western edge of the Pyrenean chain, ~30 km north of the orogenically 

associated natural seismicity along the North Pyrenean Fault [Bardainne et al., 2008].  The exact state of 

stress in the Pyrenees is debated, with focal mechanisms showing a variety of results [Lacan & Ortuño, 

2012].  The Lacq seismic swarm is well separated from this natural seismicity. 

The induced earthquakes of the Lacq seismic swarm started in November of 1969 and has been 

ongoing through at least 2016 [Grasso et al., 2021].  Seismicity generally correlates with production and 

injection data.  The first seismic event (~M3-4) was felt in 1969, after 30 MPa of gas reservoir pressure 

decline [Maury et al., 1992].  Seismicity generally trends within a few kilometers above/below the anticlinal 

reservoir depth [Bardainne et al., 2008].  The largest event was ML 4.2 on 18 September 1978 [Aocia & 

Brunol, 2018].  More recently, another notable event (MW 3.9) occurred in 2016, ~60 years after extraction 

began, and ~3 years after gas extraction ended [Aocia & Brunol, 2018].  The focal mechanism of this event 

was normal slip on an ~E-W oriented fault.  Surface subsidence (on the order of centimeters) was also 

documented overlying this field, with a linear relationship between pressure decline and subsidence amount 
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[Maury et al., 1992].  Generally, the mechanism triggering seismicity here is thought to be a poroelastic 

response to the gas reservoir pressure decline [Segall et al., 1994], which is consistent with the hypocentral 

depths and mechanisms [Bardainne et al., 2008].  However, recent seismological studies have begun to 

implicate the nearby disposal/injection of wastewater as a potential contributor [Grasso et al., 2021].   

The evidence that this Lacq case was induced is strong: the swarm’s beginning marks a change in 

the local rate of seismicity, it responds temporally to the ongoing production/injection, it is spatially 

coincident with the oil/gas fields, and plausible amounts of stress change were inferred.  Consequentially, 

these induced events were large enough to be felt by the local communities.  No reports of damage are 

known.  France has no official regulation (or traffic-light system) for earthquakes caused by petroleum 

operations, except for earthquake monitoring requirements [Grasso et al., 2021]. 

 

2.1.5 Fields in the Western Canada Sedimentary Basin, Canada 
The Western Canada Sedimentary Basin is a large petroleum basin spanning multiple western 

Canadian provinces. Industry has targeted numerous strata throughout its history of hydrocarbon 

exploitation.  Two noteworthy fields are Strachan [Wetmiller, 1986] and Eagle [Horner et al., 1994].  The 

Strachan field targeted the Leduc Formation, a Devonian aged carbonate, for gas extraction.  The Eagle 

field targeted the Belloy Formation, a Permian aged carbonate interspersed with sandstone, for secondary 

oil extraction.  Gas production started at the Strachan field in 1971.  Oil production started at the Eagle 

field in 1977, with waterflood injection following shortly after in 1980.   

Seismicity within the Western Canada Sedimentary Basin is quiescent, with natural seismicity 

concentrated along the Cordillera [Stern et al., 2013]. Focal mechanisms within the basin are predominantly 

reverse and strike slip [Wang et al., 2018].  Each of these cases (Strachan & Eagle) are located basinward 

(east) of the Cordillera seismicity and appear as isolated clusters. 

The Western Canada Sedimentary Basin has a long history of induced seismicity [Milne & Berry, 

1976].  Unfortunately, station geometry in the basin was historically sparse, so some older cases are only 

speculative [Milne, 1970].  Despite this, there were previous cases that were well instrumented, with local 

array deployments installed [Wetmiller, 1986; Horner et al., 1994].  At the Strachan field, seismicity started 

in ~1975, with an approximate 5-year delay following production.  Earthquakes generally correlate well 

with gas production showing a decreasing rate associated with declining production [Stern et al., 2013].   

Events at this field are located underneath the Leduc Formation carbonate reservoir with thrust 

mechanisms [Wetmiller, 1986; Schultz & Wang, 2020].  At the Eagle field, seismicity was first noticed in 

1984, several years after operations began; declining production was followed by declining seismicity rates 

[Horner et al., 1994].  Events were roughly at the reservoir depth and within the footprint of the oil field.  

In both cases, events just above M4 were noted throughout their history of production.  Notably, models 

of poroelaleastic stress change from declining reservoir pressure were developed for the basin, largely 

modelled from the Strachan case [Baranova et al., 1999]. 

In both the Strachan and Eagle cases, there is strong evidence that the events were induced: the 

swarms appear above prior baseline seismicity, trend spatiotemporally with operations, and have plausible 
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stress changes inferred. Although, the relative importance of injection and extraction for fault reactivation 

here are debatable.  In both cases, the ~M4 events were felt locally, with cases of damage and shaking 

impacts noted [Horner et al., 1994].  No regulations were developed to manage seismicity caused by 

(secondary) production, in either Alberta or British Columbia. 

 

2.1.6 Fields in Texas, USA 
The state of Texas hosts a series of petroleum basins that have been exploited by industry as early 

as the late 1800s.  Targets have included the Permian Basin, Fort Worth Basin, and the Western Gulf Basin. 

Seismicity within Texas is quiescent and largely restricted to west Texas and the panhandle [Davis 

et al., 1989; Petersen et al., 2008].  Here, earthquake slip on faults transitions between normal to strike-slip, 

depending on the location [Lund Snee & Zoback, 2016].  

The state of Texas also has a long history of induced seismicity following industry development 

[Davis et al., 1989; Frohlich et al., 2016; Grigoratos et al 2022].  In fact, the first ever documented case of 

extraction induced seismicity was in the Goose Creek oil field of Texas [Pratt & Johnson, 1926; Yerkes and 

Castle, 1976].  There, subsidence of ~1 m was noted [Pratt & Johnson, 1926] alongside accompanying 

normal faulting and intensity III-IV earthquakes in 1925 [Yerkes and Castle, 1976].  Other cases include 

Goldsmith (M 3.4, 1966) [Yerkes and Castle, 1976], South Houston (M 1.5, 1969) [Yerkes and Castle, 1976], 

East Texas (intensity V, 1957) [Yerkes and Castle, 1976], Gladewater (M 4.7, 1957) [Frohlich et al., 2016], 

War-Wink (M 3.9, 1976) [Rogers & Malkiel, 1979; Keller et al., 1987; Doser et al., 1992], Imogene oil and 

gas fields (M 3.9, 1984) [Pennington et al., 1986; Davis et al., 1995], Fashing gas field (M 3.6, 1983; M 4.3, 

1991; M 4.6, 2011) [Pennington et al., 1986; Davis et al., 1995; Frohlich & Brunt, 2013], Alice (M 3.9, 1997; 

M 3.9, 2010) [Bilich et al., 2012; Frohlich et al., 2012], and Falls City (M 3.6, 1991; M 4.3, 2008) [Olson & 

Frohlich, 1992; Frohlich et al., 2016].  These cases represent operations targeting disparate basins 

throughout the state of Texas; notably, the implicated oil fields had often produced ~106 m3 at the time of 

felt events [Frohlich et al., 2016].  While many of these cases are hampered by poorer resolution, models 

of poroelastic stressing from reservoir pressure decline are thought to be responsible for fault reactivation 

in these cases.  When reported, earthquakes exhibit strike-slip or normal faulting [Doser et al., 1991], which 

is consistent with the ambient stress field [Lund Snee & Zoback, 2016]. 

Cases in Texas appear likely to be induced by extraction of oil in the past.  Many of the older cases were 

inferred solely based on spatial associations, sometimes in the absence of seismographic records [Pratt & 

Johnson, 1926; Yerkes and Castle, 1976].  Despite past limitations, more recent analogous examinations of 

a plethora of cases would suggest a likely induced origin for these cases [Frohlich et al., 2016].  Certainly, 

many of these events were felt [Yerkes and Castle, 1976; Olson & Frohlich, 1992; Bilich et al., 2012], with 

some reporting surface ruptures [Yerkes & Caste, 1976]. No regulatory system to manage extraction 

induced seismicity was implemented in Texas [Frohlich et al., 2016]. 
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2.1.7 Fields in California, USA 
The state of California also hosts a series of petroleum basins that have been exploited by industry 

as early as the late 1800s.  Target basins in the state have been numerous, but the most relevant and well-

studied cases primarily focus on the Los Angeles Basin.  Production here started in 1903 and was most 

prolific during 1920-1930 [Hough & Page, 2016]. 

Natural seismicity within California is significant, owing to the continental transform that separates 

the North American and Pacific plates [Toppozada & Branum, 2004].  Here, earthquakes are predominantly 

strike-slip and concentrated along major faults like the San Andreas, San Jacinto, and Hayward.  

The state of California has had a surprisingly under-studied history of induced seismicity, given the 

dense instrumentation and prevalence of petroleum industry.  Cases have likely been obscured by the 

ongoing natural seismicity, and thus require more elaborate methods to discern [Goebel & Shirzaei, 2020].  

Historical studies have pointed to the Wilmington Oil Field in the Los Angeles Basin [Kovach, 1974; Yerkes 

& Caste, 1976].  There, subsidence on the order of ~10 m had been observed by 1967 [Yerkes & Caste, 

1976; Hough & Bilham, 2018], alongside linear trends between net fluid extraction, reservoir pressure 

decline, and cumulative reservoir compaction [Yerkes & Castle, 1976].  Earthquakes as large as M3.3 

occurred in 1955 and 1961 [Yerkes & Caste, 1976]. Following the abandonment of production at 

Wilmington, no clear correlation with earthquakes in the Los Angeles Basin has been observed [Hauksson 

et al., 2015].  More recent re-examinations of seismicity in the Los Angeles Basin have suggested interesting 

relationships: such as correspondence of production with coincident earthquakes [Hough & Page, 2016], 

Coulomb stress changes on the order of 1 MPa within 2 km of the active oil fields [Hough & Bilham, 2018], 

and an ML 4.2 event in 2001 below the Beverly Hills Oil Field [Hauksson et al., 2015].  Other larger events 

have been noted near oil fields in the Los Angeles Basin [Hough & Page, 2016; Hough & Bilham, 2018], 

but their causal relationship is less clear [Hauksson et al., 2015].  We note that within California, cases of 

oil production near Coalinga (ML 6.7) have also been highlighted [McGarr, 1991], but ultimately ruled as 

tectonic [Rymer & Ellsworth, 1999]. 

The case near the Wilmington Oil Field of California appears likely to have been induced by 

extraction of oil in the past.  Many of the older cases were inferred solely based on spatial associations 

[Kovach, 1976; Yerkes and Castle, 1976], but recent re-examinations have shown some temporal 

relationships too [Hough & Page, 2016].  Many of these events were felt [Yerkes and Castle, 1976; Olson 

& Frohlich, 1992; Bilich et al., 2012], with some reporting damage [Hauksson et al., 2015] – likely due to 

the highly populous setting of the Los Angeles Basin. 

 

2.1.8 Fields in the Middle East (Kuwait, Saudi Arabia, Oman, & Iran) 
The first commercial oil well in the Middle East was drilled in 1908 in the Masjid-i-Sulaiman Field 

of Iran [Alsharhan & Nairn,1997].  The Middle East hosts some of the most productive wells in the world 

throughout its numerous basins that include: the Greater Arabian Basin, Zagros Basin, and Oman Basin. 

The seismotectonic state of the Middle East includes significant natural seismicity along the 

margins of the corresponding tectonic Arabian Plate [Bou-Rabee, 2000].  The northward motion of this 
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minor plate is related to features such as rifting of the Red Sea from the African Plate, contributing to the 

Persia–Tibet–Burma orogeny from collision with the Eurasian Plate, and strike-slip motion along the East 

Anatolian Fault and the Dead Sea Transform Fault Zone. Most cases of induced seismicity have been noted 

at the plate interior, distant from ongoing natural seismicity. 

Cases of induced seismicity have been noted throughout the Middle East, with Kuwait being the 

most well studied with events up to M 4.7 [Bou-Rabee, 1994; Bou-Rabee & Nur, 2002].  Earthquakes here 

have shown a spatial correspondence with oil fields [Bou-Rabee & Abdel-Fattah, 2004; Al-Enezi et al., 

2008], as well as a hints of a temporal relationship.  For example, two M 4.7 events in June 1993 followed 

the super-fast uncontrolled depletion from the Kuwait oil fires in southern Kuwait [Bou-Rabee & Nur, 

2002]; here, 504 out of 770 wells were ablaze, with depletion at quadruple the typical production rates 

between 22 February 1991 to 6 November 1991.  Similarly, shallow events (up to ML 4.2) in the eastern 

province of Saudi Arabia have noted a spatial correspondence with the Ghawar oil & gas field 

[Mukhopadhyay et al., 2018].  A well-resolved case with a long-standing local array suggested events were 

induced within the north-central group of petroleum fields in the Fahud Salt Basin of Oman [Sarkar, 2008; 

Sarkar et al., 2008; Zhang et al., 2009].  The extraction operations target the Lower Cretaceous aged Shuaiba 

chalk for oil production, and the shallower Natih Formation for gas production [Sarkar, 2008].  Here, events 

are well located in the footprint of the field, delineated at depths above and below the reservoir along 

previously known faults, and temporally correlate with production operations with a lag on the order of 

months.  Last, a study in the Shanul Gas Field of the Zagros Basin in Iran suggested a potential link with 

reverse slip events up to MW 5.7 on 9 June 2020 [Jamalreyhani et al., 2021] – although this interpretation is 

somewhat hampered by the relatively active tectonic setting of these earthquakes.  Here, gas extraction 

started in 2006 with 18 wells targeting anticlines from the Permo-Triassic aged Dehram Group carbonates 

at 3-4 km depth. 

Several cases of seismicity in the Middle East appear likely to have been induced; they are 

purportedly in previously quiescent regions and spatiotemporally related to oil field operations.  That said, 

many of the cases have been obscured by poorer resolution and could benefit from modern examinations 

that systematically compare production data alongside earthquake catalogues.  Many of the larger events 

were felt. 

 

2.1.9 Fields in Central Asia & Russia 
The regions of Central Asia and Russia host petroleum basins (e.g., West Siberian Basin) that have 

been exploited by industry.  The Samotlor and Romashkino are two supergiant oil fields that were 

discovered in 1964 and 1949 respectively. 

The seismotectonic state of Central Asia and Russia is predominantly controlled by the margins of 

the Eurasian Plate.  Most relevant for our focus areas is the collision with the African, Arabian and Indian 

plates – and the corresponding seismicity [Mikhailova et al., 2015].  While cases of induced seismicity have 

been distant from ongoing natural seismicity, many cases have been in seismically active areas. 
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Cases of induced seismicity, from various anthropogenic sources, have been variously noted 

throughout Central Asia and Russia [Adushkin, 2016].  The most notable extraction case took place in the 

Romashkino Oil Field near Almetyevskaya, Russia.  This is the biggest oil field in Russia, extending for ~70 

km laterally, and targeting Devonian aged sandstones and carbonates [Adushkin et al., 2000].  Production 

began in 1948, with water injection starting in 1954, by 1963 the total injected/extracted fluid volumes had 

balanced, and by 1974 ~109 m3 of fluid had been injected.  This region is seismically quiescent, with events 

first being felt by residents in 1982-1983 – following this, a local seismic network was installed in 1985 and 

recorded shallow events up to M 4.0 within the footprint of the oil field [Adushkin et al., 2000]. Near the 

Gazli Gas Field of Uzbekistan, three (MS ~7.0) earthquakes (8 April 1976; 17 May 1976; 19 March 1984) 

were first argued to be induced by Simpson & Leith [1985].  Here, operations target a series of stacked 

Cretaceous aged anticlinal sandstones at shallow depth (~2km).  The Gazli Gas Field was first discovered 

in 1956, production began in 1962, and ~109 m3 of water was injected by 1976 [Adushkin et al., 2000].  

Other cases that have been noted in the literature include the 1971 M 4.7 event in the Starogroznenskoe 

Oil Field of Russia [Kouznetsov et al., 1994], the 1984 M 6.0 earthquake in the Barsa-Gelmes-Vishka Oild 

Field of Turkmenistan [Kouznetsov et al., 1994], and the 2005 MW 5.6 earthquake in the vicinity of the 

Piltun-Astokh offshore oil and gas field of Sakhalin [Konovalova et al., 2015]. 

From the literature, it seems most likely that the Romashkino case was induced: events are both 

spatially coincident and temporally correlated to the oil extraction and water injection [Ognev & Stepanov, 

2021].  The Gazli events were contentious: alternatively argued to be induced in some studies but tectonic 

in others [Suckale et al., 2009].  Like the Coalinga ML 6.7 event in California, the Gazli events don’t fit the 

typical observations for cases of extraction induced seismicity – being at significant (mid-deep) crustal 

depths, having limited spatiotemporal association, and anomalously large magnitudes.  Other cases of 

induced seismicity were simply noted, based on their spatial proximity to ongoing operations – here, further 

studies would be required to make more confident statements on their anthropogenic origin. 

 

2.1.10 Miscellaneous cases (Kentucky, Ontario, Argentina, Alabama, Indiana, Nebraska, Italy, 
UK, Botswana) 

Here, we summarize information from petroleum extraction cases that were not well-studied, 

which were discussed in only 1-2 publications.  Each of the following paragraphs covers a unique region 

that discussed the potential for induced events. 

In the Seventy-Six Oil Field in the Appalachian Basin of Clinton County, Kentucky, USA, 

downhole geophones monitored seismicity from 1993-1995, recording events up to MW 0.9 [Rutledge et 

al., 1998].  There, oil was produced from structurally-controlled Indian Creek syncline that targeted 

Ordovician aged carbonates of the Lexington Limestone to the Knox Group at shallow depths (300-490 

m).  Events were temporally correlated to the ongoing production, with a lag of 2-3 weeks [Rutledge et al., 

1998].  Events were also spatially correlated with ongoing production, occurring at depths slightly above 

and below the production zone – and even delineated fault planes extending from the production wells to 

~200 m deeper.  Composite focal mechanisms for deeper events were thrust [Rutledge et al., 1998], which 
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is consistent with poroelastic stressing models that anticipated ~0.02 MPa of stress change promoting fault 

slip.  Despite the limited scope of this study, there is strong evidence that these small events were induced 

by contemporaneous oil production. 

From 1980-1984, a temporary network observed moderate magnitude events (up to M ~3.4) that 

were felt by residents near the town of Gobles, Ontario, Canada [Mereu et al., 1986].  The installation of 

the array was triggered by a M 2.8 event that was felt by residents of Gobles on 30 December 1979.  The 

nearby oil and gas production targets a pinchout from the Algonquin Arch, within the Upper Cambrian 

aged Au Clair Sandstone, at a depth of 884 m.  Production here started in 1960, with ~70 producing wells 

drilled by 1986; secondary recovery began in 1969 due to low reservoir initial pressures, with water from 

shallower Silurian strata being pumped into the deeper oil reservoir [Mereu et al., 1986].  Event locations 

are clustered into two regions that fall within the footprint of the drilled wells, mostly along the margins of 

the producing area.  Depths of events are also near the producing reservoir at 800-1000 m.  Focal 

mechanisms were constrained for the two clusters using a composite mechanism, supporting the idea that 

two separate faults were reactivated as normal and reverse [Mereu et al., 1986].  Events also temporally 

correlated with operations, where seismicity stopped following the cessation of pumping in this field [Mereu 

et al., 2002].  Overall, it is most likely that the seismicity near Gobles was induced by oil field production. 

Within Argentina, most of the hydrocarbon producing basins are within Patagonia.  In particular, 

the Neuquén Basin and Golfo de San Jorge Basin were the focus of a recent study [Tamburini‑Beliveau et 

al., 2022].  Two notable events have ocurred recently: the 17 October 2019 ML 5.0 earthquake near the 

town of Las Heras in the Golfo de San Jorge Basin, and the 7 March 2019 ML 4.9 event near the village of 

Sauzal Bonito in the Neuquén Basin.  Both events were felt by nearby residents.  Both basins have 

undergone significant conventional hydrocarbon extraction, with the Neuquén Basin also having 

undergone unconventional development from hydraulic fracturing since 2011.  In both basins, subsidence 

has been well correlated with net-extraction volumes [Tamburini‑Beliveau et al., 2022].  Furthermore, in 

the Neuquén Basin, shows that seismicity is lagging hydraulic fracturing development; seismic energy release 

is roughly correlated with production data.  These cases could have been potentially induced, however, 

additional studies that better quantify the uncertainties of the earthquake catalogue and confounding 

operations would be beneficial. 

On 24 October 1997, a MW 4.9 earthquake occurred in the nearly aseismic Gulf Coast Plain of 

Alabama, USA [Gomberg & Wolf, 1999].  The normal focal mechanism of the mainshock was consistent 

with north-south extensional stress field of the region. Operations in the Big Escambia Creek, Little Rock, 

and Sizemore Creek production fields targeted the Smackover Formation limestone and Norphlet 

Formation sandstone at depths of up to 4.5 km [Gomberg & Wolf, 1999].  The main shock depth was 

estimated to be 4.5 km [Chang et al., 1998], with a temporary array delineating aftershocks between 2-6 km 

[Gomberg & Wolf, 1999].  No significant changes were noted in nearby production/injection operations.  

The limited temporal scope of this study makes it difficult to discern if this case was induced or not – 

although the reports are consistent with better resolved induced cases. 
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During November 1995 to June 1996, a temporary seismic network detected earthquakes up to 

MW 1.8 near the town of New Harmony in Indiana, USA (near the Indiana-Illinois border) [Eager et al., 

2006].  Events here were clustered in both time, space, and waveform similarity; with most event depths 

near 4-5 km and some near 2 km.  Earthquake epicentres were in the Wabash Valley Seismic Zone, which 

is also within the Illinois Basin that had ongoing secondary recovery at oil fields [Eager et al., 2006].  Again, 

the limited temporal scope of this study makes it hard to decide if this case truly was triggered or induced 

– with the reported observations being consistent with better resolved induced cases. 

During 1979-1980 [Rothe & Liu, 1983] and 1982-1984 [Evans & Steeples, 1987], earthquakes up 

to M 2.9 were recorded on temporary arrays over the Sleepy Hollow Oil Field near the Nebraska-Kansas 

border.  Earthquakes were felt by residents at intensities of III-IV, within the ~10 km limits of the Sleepy 

Hollow Oil Field [Rothe & Liu, 1983].  Delineated focal mechanisms suggested strike-slip fault motion.  

Events were well located within the footprint of the oil field, with depths widely distributed around the 

production interval [Evans & Steeples, 1987].  The Sleepy Hollow Oil Field is located at the southern edge 

of the Cambrian Arch, with the Pennsylvanian aged Sleepy Hollow sandstone being the primary oil target.  

This oil field was discovered in 1960, with secondary recovery starting in 1966.  The limited temporal scope 

of these studies limits discerning if events were induced.  However, the reported observations are consistent 

with better resolved induced cases. 

Mid-May of 1951, two moderately sized earthquakes (MW 5.4 & 4.5) occurred close to the Italian 

town of Caviaga.  Initially, these earthquakes were thought to be induced based on an assumption of an 

aseismic setting and proximity to nearby gas extraction [Caloi et al., 1956].  Certainly, significant extraction 

since 1944 has occurred from the Caviaga gas field that targets the anticline of Plioene aged Strati di Caviaga 

[Caciagli et al., 2015].  However, this event occurs in a region of historical seismicity – with some events 

(1786) of similar magnitude occurring nearby the 1951 event at comparable lower-crustal depths [Caciagli 

et al., 2015].  Generally, the natural tectonic seismicity in Italy is complex and can obscure the identification 

of induced seismicity cases [Lavecchia et al., 2021].  Similarly, regional Italian studies have suggested that 

the evidence for hydrocarbon-extraction induced seismicity is currently speculative [Braun et al., 2018].  

Recently, regulations governing induced seismicity in Italy have been implemented, with a red-light set at 

M 3.0 [Braun et al., 2020]. 

During 2018-2019, an earthquake swarm (up to ML 3.2) occurred in the Weald Basin of southern 

UK [Hicks et al., 2019].  Strike slip events here occurred at shallow depths (~2.3 km) and were associated 

with the Newdigate Fault.  Approximately 3 km away from this swarm, the Horse Hill well was completed 

in 2014 and targets the Jurassic aged Portland sandstone.  Some studies have suggested that this event may 

have been induced [Westaway et al., 2020].  On October 2018, the Oil and Gas Authority hosted a 

workshop on the Horse Hill earthquake swarm (https://www.nstauthority.co.uk/news-

publications/news/2018/oga-newdigate-seismicity-workshop-3-october-2018/).  This working group 

found that the events here were unlikely to be induced by the ongoing and nearby extraction operations.  

https://www.nstauthority.co.uk/news-publications/news/2018/oga-newdigate-seismicity-workshop-3-october-2018/
https://www.nstauthority.co.uk/news-publications/news/2018/oga-newdigate-seismicity-workshop-3-october-2018/
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This assessment was based on a lack of temporal correlation (e.g., events started before operations began) 

and the swarm being comparable to baseline seismicity for the Weald Basin. 

On 3 April 2017 a MW 6.5 earthquake occurred in Botswana – one of the largest events ever 

recorded regionally [Albano et al., 2017].  This event was deep (~20 km), had normal slip on a NW-SE 

fault, was widely felt, and caused injuries.  The event is located within a region of active rifting with 

extensional motion.  Nearby to this event, the Lesedi project has been targeting the lower Morupule Coal 

Seam for coal bed methane extraction: a process that must dewater the coal for gas extraction [Albano et 

al., 2017].  Overall, this event appears to be unlikely to be induced: the reactivated fault is deep within crust, 

the mechanism is incompatible with expected stress changes, and no temporal relationship was reported – 

the event only happens to be laterally coincident with the ongoing operation. 

 

2.2 Groundwater withdrawal  

2.2.1 The Central Valley of California 
In the San Joaquin Valley of California, continued extraction of groundwater for irrigation (since 

1860) has resulted in significant subsidence [Amos et al., 2014].  The loss of mass has also impacted the 

surrounding region, by creating uplift on the order of 1-3 mm/year over distances of 100s of kms from the 

valley.  The uplift rates vary periodically with the seasons, peaking in the summer months, which is out of 

phase with the water recharge that occurs during the winter season.  Simple elastic models suggest that 

stress changes transmitted to the subparallel San Andreas fault could cause unclamping at a rate of ~0.1 

kPa/year – with ~10 kPa of unclamping accumulating over the history of extraction, at locations like 

Coalinga.  The study of Amos et al., [2014] further suggested that this unclamping of faults could be 

responsible for the seasonality of earthquakes at Parkfield. 

 

2.2.2 The Alto Guadalentin Basin of Spain 
At the Alto Guadalentin Basin of Spain, long-term groundwater pumping has caused subsidence 

on the order of 10 cm/year [González et al., 2012].  Here, extraction induced unloading stress changes on 

the order of ~10 kPa were suggested to have been transmitted to nearby faults, like the Alhama de Murcia 

fault.  There, the 11 May 2011 MW 5.1 Lorca earthquake may have been triggered by groundwater extraction 

that promoted fault slip.  This earthquake was significant, in that it caused both damage to buildings and 

fatalities.  Coseismic ground deformation constraints placed this thrust event at shallow depths (2-4 km) 

[González et al., 2012].  Following this, studies began linking swarms of seismic activity in southern Spain 

with the hydrologic cycle and groundwater extraction [Doblas et al., 2014]. 

 

2.2.3 The Gran Sasso Basin of Italy 
At one of the largest aquifers in central Italy, a construction project tunneled through the Gran 

Sasso chain from 1970-1986.  Following this project, earthquakes up to M 3.9 began at the north-west 

margins of the basin [Bella et al., 1998].  It is thought that a combination of increased snow melting on the 
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mountain and groundwater flow redirection from the tunnelling are thought to have caused the increase in 

nearby seismicity rates. 

 

2.2.4 The Dead Sea Transform Fault of Jordan 
At the Lake Kinneret Basin in the northern section of the Dead Sea Transform Fault of Jordan, a 

series of seismic swarms occurred in 2013, 2018, and 2022 [Wetlzer et al., 2019; Shalev et al., 2023]; the 

single largest event was MW 4.5.  The earlier events (2013 & 2018) reactivated with normal slip, while the 

later events (2022) reactivated as strike-slip motion.  To the west of the earlier swarms (~10 km), ongoing 

groundwater extraction targets the Cretaceous aged Judea Group aquifer at ~1 km depth.  The extraction 

process has resulted in subsidence of ~10 mm/year and a decrease in groundwater level of 50 m [Wetzler 

et al., 2019].  Poroelastic stress changes on the order of 0.1 MPa, transmitted from extraction at the aquifer 

to the swarm location, has been suggested as responsible for triggering these events.  Similarly, to the east 

of the later swarms (~4 km), groundwater extraction from the Wadi Al-Arab Basin is thought to have 

triggered these events [Shalev et al., 2023]. This area has hosted very large tectonic earthquakes in the past 

[Grigoratos et al 2020]. 

 

2.2.5 The Zagros fold-and-thrust belt of Iran 
At the Zagros fold-and-thrust belt of Iran, an oblique thrust event of M 7.3 event occurred on 12 

November 2017 [Kundu et al., 2019].  Groundwater extraction for irrigation, from the nearby Euphrates 

and Tigris River plains is thought to have contributed to triggering this event.  Ground water extraction has 

noted subsidence on the order of ~7 mm/year and a decrease in ground water level of 20 cm.  More 

information would be needed to conclude if this event was induced or not. 

 

2.2.6 Indo-Ganga Basin of India 
In the Delhi region of India, an ongoing swarm of seismic activity has been tied to the ongoing 

groundwater extraction [Tiwari et al., 2021].  Earthquakes largely occur within the footprint of the greatest 

groundwater depletion rate and are temporally related to the groundwater level over a period of ~10 years.  

Groundwater pumping in the Indo-Ganga Basin near Delhi is thought to have decreased the storage levels 

by up to ~1.6 cm/year and corresponded with centimeters of subsidence.  Stress changes on the order of 

~10 kPa were also suggested to have been transmitted to underlying basement faults [Tiwari et al., 2021].  

Similar arguments have been made for the triggering of the MW 7.8 Gorkha earthquake, where groundwater 

extraction from the Indo-Ganga Basin is thought to have played a role in promoting fault slip [Kundu et 

al., 2015]. 
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3 Guidelines 
Due to the limited amount of literature specific to extraction-related induced seismicity guidelines, 

we have expanded our search to all categories of induced seismicity.  Guidelines have been discussed in the 

context of geothermal systems [Majer et al., 2012; Trutnevyte & Wiemer, 2017; Wiemer et al., 2017; Kraft 

et al., 2020], wastewater disposal [Zoback, 2012; NRC, 2013; GWP, 2021], carbon sequestration [Nicol et 

al., 2013; White & Foxall, 2016; IEAGHG, 2022; Templeton et al., 2021; 2023], hydraulic fracturing [CAPP, 

2012; Shipman et al., 2018; Schultz et al, 2020a; 2021a], and hydrocarbon extraction [Muntendam-Bos et 

al., 2015; van Thienen-Visser et al., 2018; Vlek, 2018].  These guidelines begin to outline how to avoid, 

mitigate, or minimize risks [Pate-Cornell, 2002] within a seismic context [Bommer et al., 2015; Walters et 

al., 2015; Wiemer et al., 2015; van Elk et al., 2019].  Typically, this risk reduction process has been subdivided 

into steps, including: a pre-screening of anticipated hazards/risks [Davis & Frohlich, 1993; TNO, 2021], 

selection of risk metrics and tolerances, design of traffic light systems [Bommer et al., 2006], real-time 

monitoring, quantifying the observed seismic hazards/risks, developing mitigation plans, and 

outreach/communication with all the affected stakeholders. 

 

3.1 Pre-screening of anticipated hazards/risks 
In many induced seismicity cases, the risks of earthquakes were only recognized in hindsight – with 

risk management steps being taken afterwards, in an ad hoc manner.  However, following the recent increase 

in recognition of these earthquakes, jurisdictions have begun outlining the pre-screening step more 

rigorously [Majer et al., 2012; Muntendam-Bos et al., 2015; Walters et al., 2015; Trutnevyte & Wiemer, 2017; 

Shipman et al., 2018; van Thienen-Visser et al., 2018].  Pre-screening risk assessments are understandably 

uncertain, due to the lack of concrete input data.  For this reason, many guidelines suggest using a risk 

matrix approach to qualitatively categorize the degree of risk [Thomas et al., 2013], for example, by 

delineating between likelihood and severity of risk.  We note that this pre-screening process can be used to 

assess candidate-site risk, in order to guide choices for suitable project locations. 

Spurred on by the need to better quantify the a priori likelihood of induced seismicity, assessing 

where and why induced seismicity can occur has emerged as a recent research theme.  Case studies of 

induced events have shown that only a subset of injection/extraction wells induce events, exhibiting spatial 

biases towards susceptible regions [Schultz et al., 2016; Eaton & Schultz, 2018; Skoumal et al., 2018; 

Galloway et al., 2018; Hincks et al., 2018].  This susceptibility has been interpreted as due to a spatial bias 

in the underlying geological, tectonic, and geomechanical factors that are needed to induce earthquakes: 

faults that are well-oriented in the ambient stress field, a means of communicating anthropogenic stress 

changes to the fault, and sufficient stress changes for fault reactivation.  A combination of these insights 

was first used to distinguish between the seismogenic/aseismic gas fields in the Netherlands via a Bayesian 

model [van Eijs et al., 2006]: in this study, factors like fault density, reservoir-seal stiffness contrast, and 

reservoir pressure drop were combined to estimate the likelihood of encountering extraction induced 

earthquakes.  Machine learning techniques have since been utilized to inform regions susceptible to 

earthquakes [Pawley et al., 2018], where the availability of input data and the methodological approach can 
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vary the output estimates [Wozniakowska & Eaton, 2020; Hicks et al., 2021; Amini et al., 2021; Wang et al., 

2022].  In the context of hydraulic fracturing, expert panels have recommended the quantification of 

susceptibility as an important regulatory tool [SHFRP, 2019]. 

Other approaches have also begun to quantify the likelihood of induced seismicity though more 

geophysically motivated analysis.  For example, fault slip potential quantifies both the likelihood and 

amount of fluid overpressure required to reactivate a fault [Walsh & Zoback, 2016].  Here, these quantities 

are defined from knowledge of the in situ state of stress, inventory of fault geometries, the Mohr-Coulomb 

failure criteria, and (often assumed) information about fault frictional properties.  This approach can rank 

the criticality of faults, even before operations have commenced.  Addressing fault slip potential has now 

been used in a wide variety of regions and operational settings [Shen et al., 2019; Hennings et al., 2019; 

2021; Zhu et al., 2022; Nantanoi et al., 2021].  In fact, software to perform this analysis has been publicly 

released [Walsh et al., 2017].  That said, the predictive power of this method has not been empirically 

validated [Hennings et al., 2021] and is still under debate. We note that other studies have also begun case-

specific geomechanical quantifications of the seismogenic potential [Haug et al., 2018; Hergert et al., 2022; 

Gudehus et al., 2023]. 

 

3.2 Selection of risk metrics and tolerances 
The first step in reducing the severity of a risk is to agree on a definition of an unacceptable risk 

(i.e., the tolerance to risk).  Prior guidelines have suggested that multiple metrics of risk (e.g., nuisance, 

damage, fatality) will likely be important for successfully managing induced seismicity [Majer et al., 2012; 

Bommer et al., 2015; Templeton et al., 2021].  Sometimes studies have also suggested using hazard metrics 

(e.g. PGV or PGA thresholds) instead of magnitude, as these parameters are more closely linked to risk. 

One consideration is the risk of fatality or personal harm, because of the importance of ensuring 

personal safety of nearby residents.  This is especially important to consider, since in extremely rare cases 

induced seismicity has caused injuries or even loss of life [Lei et al., 2019; Grigoli et al., 2018].  The 

discussion of likelihood of fatality has previously been described for earthquakes in a tectonic setting 

[Marzocchi et al., 2015], where likelihoods of 10-4-10-6 are typically accepted as standards due to their use 

in health/safety guidelines.  In fact, Dutch law has enshrined a mean-value likelihood of 10-5 for local 

personal risk at the Groningen, based on the recommendations of an expert committee [Meijdam, 2015].  

Correspondingly, studies have begun building frameworks to manage fatality risks [Crowley et al., 2017], 

exploring the use fatality tolerances in TLS red-light design [Schultz et al., 2022b] and quantification of the 

potential for brick chimney collapse [Edwards et al., 2021]. 

The consideration of damage is an important risk due to the potential for direct and indirect 

economic consequences.  In fact, cases of induced seismicity have caused noteworthy damage [Yeck et al., 

2017; Muntendam-Bos et al., 2022], in some cases up to millions of dollars’ worth of (often uninsured) 

damage [Grigoratos et al 2021].  Risk-based frameworks for damage need to consider the hazard source, 

fragility of structures, and their exposure to shaking [Bommer et al., 2015; Crowley et al., 2019].  While 

damage is likely an important consideration, little has been agreed upon or put into application for 
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tolerances to this risk metric.  Generally, guidelines have discussed the consideration of this factor through 

magnitude or ground motion-based proxies.  Likely, these tolerances should be agreed upon at a regional 

level, by all the impacted stakeholders, before operations begin.  We note that these tolerances can 

potentially also depend on the infrastructure in question, where critical infrastructure (e.g., hydroelectric 

dams or nuclear powerplants) will require lower tolerances to damage.  One example of a damage 

management system is the case of the Groningen gas field, where the operator is legally required to pay the 

costs of all earthquake damages and building retrofitting [Bal et al., 2019]. 

The use of nuisance as a risk metric is a nascent research field, despite fairly early recommendations 

of its consideration [Majer et al., 2012].  Likely, research here has been underappreciated because of the 

relative severity of its consequences compared to fatality and damage risks.  From a legal perspective, this 

risk factor is important to consider since many jurisdictions often have nuisance liabilities [Cysper & Davis, 

1998], where landowners are entitled to a ‘quiet enjoyment’ of their property that is free from vibrational 

‘trespass’. More practically, this factor is important considering induced seismicity cases which have come 

under regulatory scrutiny or caused project abandonment/moratoriums without any damage or injuries 

reported (e.g., hydraulic fracturing in North America and the UK) – purely because of social anxieties, 

arguably triggered by felt events.  In this way, nuisance can be linked to the ‘social license to operate’.  

Persistent nuisance can also lead to decreased evaluation-prices for the exposed buildings [Koster & van 

Ommeren, 2015; Cheung et al 2018]. Some recent studies have quantified the potential for nuisance risks 

[Cremen et al., 2020; Schultz et al., 2021b], used them to design TLS red-lights [Schultz et al., 2021a], or 

inferred tolerances to these risks (Figure 2) [Schultz et al., 2021c; Schultz et al., 2022b]. 

 

Figure 2. Red-light thresholds for enhanced geothermal prospects in the Netherlands from Schultz et al. [2022b]. a) 

iso-nuisance map; b) iso-damage map; c) iso-LPR map. All maps have their tolerances for risk displayed as text. 

 

In addition to these primary concerns from earthquake ground shaking, we also note that there is 

the potential for earthquakes to cause secondary concerns: liquefaction [Barnhart et al., 2018], landslides, 

and subsidence [Fan et al., 2019]. Currently the induced seismicity community has been focusing on primary 

concerns but could shift to incorporate these concerns as/if they become relevant.  We note that secondary 

concerns may be particularly important when damage to critical infrastructure (e.g., hydroelectric dams or 
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pipelines) comes into consideration. Usually, ground-effects (e.g. liquefaction) require very strong and long-

duration ground-motions that are relatively rare when it comes to induced seismicity. 

 

3.3 Traffic light systems (TLS) 
One of the de facto techniques often used to limit the severity of earthquake risks is a traffic light 

system (TLS), or synonymously a traffic light protocol.  TLS are typically stratified into three tiers: at the 

green-light threshold operators are allowed to proceed unrestricted, at the yellow-light the operator must 

enact their mitigation procedures to curb the growth of seismicity, and at the red-light the operator is forced 

to stop under a regulatory intervention (Figure 3). Typically, TLSs are implemented as a risk management 

tool, in regions that are concerned with encountering induced seismicity (e.g., via pre-screening 

approaches).  The first case of a TLS implementation was for the geothermal project at Berlín in El Salvador 

[Bommer et al., 2006].  Since then, TLSs have been implemented in a wide variety of regions and operational 

settings [Bachmann et al., 2011; Kao et al., 2018; Ader et al., 2020].  While TLSs have critiques [Baisch et 

al., 2019; Roy et al., 2021], they remain an important regulatory tool to preemptively define operational 

endpoints.  In this sense, we argue that all cases of induced seismicity have a red-light threshold: either 

explicitly predefined through a TLS or implicitly via the premature end of an operation in reaction to public 

outrage.  Any operation without an explicitly defined red-light is essentially hoping that this scenario will 

never be triggered.  Likely, this rationale has influenced the widespread adoption of the TLS. 

 

 

Figure 3. Example of a TLS with green, yellow, and red-light thresholds.  Figure from Templeton et al., 

[2023]. 

 

Previously, most TLS thresholds were defined in a somewhat subjective manner, based on expert 

judgement.  However, recent research has focused on defining red-light thresholds in a more quantitative 

way.  For example, by addressing some of the previously recognized deficiencies of TLSs: the potential for 

trailing seismicity (i.e., earthquakes that continue to occur after the operation ending), thresholds informed 
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by risk calculations, and the incorporation of real-time information.  Currently, induced seismicity caused 

by short-term operations have been statistically modelled to account for trailing events [Verdon & Bommer, 

2020; Schultz et al., 2022a], which define acceptable buffers to account for ‘jumps’ in magnitude during the 

yellow-light and trailing events following the red-light.  As well, workflows have started to define the red-

light threshold based on risk tolerances such as nuisance, damage, and fatality [Schultz et al., 2020b; 2021a; 

2021b; 2022b].  Finally, to address the rigidity of the conventional TLS, the adaptive TLS can incorporate 

real-time information to forecast seismicity rates and update the red-light threshold if/when necessary 

[Mignan et al., 2017]. 

 

3.4 Real-time monitoring 
Crucial to the successful management of induced seismicity is the monitoring of relevant data in 

real-time.  This information provides the cornerstone to virtually all the steps within this guideline: either 

directly through the data collected or indirectly from subsequent analyses and feedback challenging prior 

assumptions. In the general context of induced seismicity, catalogue building from seismological waveforms 

and timeseries of injection/extraction information are staples for data collection. The importance of 

collecting this information comes from providing constraints on reactivated faults, the intensity of ground 

shaking observed, and understanding/forecasting the seismicity-operation relationship. Recently, there has 

been a recognition to also collect earthquake engineering data relevant to quantifying hazard/risk.  Specific 

to extraction induced seismicity, monitoring of surface subsidence and reservoir pressure decline has also 

been established as important – largely due to the relationship between poroelastic stress changes, 

ground/reservoir subsidence/compaction, and induced events. To quantitatively establish the 

geomechanical links along the causal chain of petroleum extraction, reservoir depletion induced stress 

changes, reservoir/surface compaction/subsidence, and ultimately induced earthquakes. For additional 

discussion on this topic, we also refer the reader to in-depth guidelines on induced seismicity monitoring 

guidelines, as best practices have already been established for the monitoring techniques mentioned [Majer 

et al., 2012; NRC, 2013; Wiemer et al., 2017; Kraft et al., 2020; GWP, 2021; Templeton et al., 2021; 2023]. 

 

3.5 Quantifying the observed seismic hazards/risks 
Due to the complexity of this analysis, we have dedicated an entire section (Section 4) to this topic, 

where we provide greater details on the workflow and limitations imposed by the nature of induced 

seismicity. 

 

3.6 Mitigation strategies 
In this context, mitigation strategies are the actions that jurisdictions take to decrease the hazards 

or risks of induced seismicity – either in preparation to operations, in reaction to incoming real-time data, 

or in reinforcing against risks. 

 The first two categories are unique to induced seismicity, in that they aim for a reduction of the 

hazards.  Longer term mitigation strategies can encompass geophysical exploration and monitoring, hazard 
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pre-screening, operational siting, and injection/extraction pumping design. Often, these approaches will be 

explicitly defined in a regulatory framework, such as a TLS.  Reactionary strategies often include 

injection/extraction reductions (rate/pressure/volume), well flowback, temporary pauses, reorganization 

of injection/extraction locations or timing, and finally project abandonment.  Examples of mitigation 

strategies (related to either injection or extraction of fluids) include fracture caging [Frash et al., 2021], cyclic 

stimulation [Zang et al., 2013], injection schemes that promote aseismic slip [Wang et al., 2020], well flow 

back [Schultz et al., 2023], or redistribution of extraction/injection volumes [Vlek et al., 2019].  Many of 

these mitigation strategies have been driven by close examination of laboratory and decameter-scale in situ 

fault slip and/or expectations from conceptual/modelling frameworks.  Obviously, as far as gas production 

is concerned, the only hazard mitigation strategies are redistribution/reduction of extraction volumes and 

project abandonment. We note, however, that in many field applications, these techniques have had mixed 

results: by sometimes failing to prevent the growth of event magnitudes, and spurring operation-ending 

consequences [King et al., 2014; Grigoli et al., 2018].  Thus, the topic of hazard-reducing mitigation has 

been an area of open-ended research that is often stymied by a lack of access to data.   

The last category of mitigation strategies (mostly) inherits ideas from tectonic earthquakes, which 

aim to reduce the risk by structural reinforcement or exposure reduction.  Here, techniques can include 

changes to building design codes, building retrofitting [Zhang et al., 2022], or possibly even relocation (or 

abandonment) of exposed infrastructure.  In this sense, the earthquake risks are reduced by bolstering the 

fragility of or limiting exposure to infrastructure.  Unique to induced seismicity, the attitudes of the exposed 

population can also be influenced.  Typically labelled the ‘social license to operate’ is a concept that qualifies 

to the willingness of nearby inhabitants to accept the ongoing operations [van der Voort & Vanclay, 2015].  

Approaches here have included communication/outreach programs [Templeton et al., 2021], 

insurance/liability deferment, and exposure compensation packages [Bal et al., 2019].  In this sense, project 

loss risks are being reduced by reinforcing the tolerance of the local community. 

 

3.7 Communication and outreach 
The issue of communication and outreach is an important consideration for effective management.  

For example, by improving the tolerance to earthquake risks like nuisance.  In fact, the quality of 

communication and outreach has the potential to significantly impact local perceptions [Verdoes & Boin, 

2021].  More generally though, the issue of communication and outreach is broad in scope, with aims to 

improve acceptability of the project, provide a participatory feedback mechanism, and keep all relevant 

stakeholders and impacted populace updated/informed.  Dissemination of information can be 

accomplished through both periodic meetings for planning alongside real-time reporting of events.  The 

specifics of these outreach programs will likely vary for each jurisdiction, depending on the existence of 

authoritative agencies, pre-existing communication channels, and prior relationships amongst stakeholders.  

For additional discussion on this topic, we also refer the reader to in depth guidelines on induced seismicity 

outreach and communication programs, as best practices have already been established for the monitoring 

techniques mentioned [Majer et al., 2012; NRC, 2013; GWP, 2021; Templeton et al., 2021; 2023]. 
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4 Seismic hazard and risk analysis 
4.1 Introduction 

Seismic hazard analysis or assessment (SHA), forecasts future earthquake-caused ground shaking 

for a proposed location or region. An SHA is typically used for decision making for societal or industry 

purposes. As explained in Gerstenberger et al [2020], SHA models are developed so that they encapsulate 

the earthquake process from earthquake interaction, rupture initiation, and crustal attenuation through to 

local site effects. The presence of numerous uncertainties in SHA requires a probabilistic description of 

seismic (natural) hazards which allows all known uncertainties to be included. Despite this, SHA is very 

often divided into deterministic analysis (DSHA) and probabilistic analysis (PSHA). The primary difference 

is related to the treatment of the uncertainty on the occurrences of the next earthquakes. A so-called 

deterministic model handles, at most, only the ground shaking uncertainties, thereby becoming a 

probabilistic model conditioned to the occurrence of a single earthquake source or a limited set of specific 

earthquake sources (e.g., the “maximum expected earthquakes”), regardless of the probability of occurrence 

of these sources. Conversely, a probabilistic analysis takes into account all possible earthquakes including 

their probability of occurrence in time, space and magnitude. Both methods can produce a probability of 

expected ground shaking. The methods may be used on their own, or they may be used together to provide 

complementary information for decision making. In modern times, the probabilistic approach has more or 

less prevailed, with very few exceptions [Bommer 2022]. 

Seismic risk analysis (SRA) deals with the undesirable consequences of earthquakes, which include 

death, injury, physical damage to buildings and infrastructure, interruption of business and social activities, 

and the direct and indirect costs associated with such outcomes. In a generic sense, risk can be defined as 

the possibility of such consequences occurring at a given location due to potential future earthquakes. In a 

more formal probabilistic framework, seismic risk is quantified by both the severity of a given metric of 

loss and the annual frequency or probability of that level of loss being exceeded (Bommer 2022). More 

details about how PSHRA is implemented in practice can be found in section 4.7. 

PSHRA has been considered as a valuable tool to develop hazard estimates for induced seismicity. 

The framework has been used by the United States Geological Survey (USGS) to produce one-year hazard 

maps in areas with induced seismicity [e.g. Petersen et al., 2017], and by Convertito et al. [2012] and Bourne 

et al. [2014, 2015] to assess the time-dependent seismic hazard due to geothermal operations and fluid 

extraction, respectively. A number of studies have gone one step further performing seismic hazard and 

risk assessment of varying complexity for the Groningen gas field [Crowley et al., 2019; van Elk et al., 2019], 

for an Enhanced Geothermal System in Basel [Mignan et al., 2015], for a HF sequence in the UK [Edwards 

et al., 2021] and for large-scale wastewater-disposal activities in Oklahoma [Gupta and Baker 2019; 

Grigoratos et al. 2021] (Figure 4). 
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Figure 4. Spatial distribution of the forecasted average annual direct economic losses (AAL) related to 

wastewater disposal in Oklahoma, for the year 2023. The labels indicate the epicenters of the four largest 

earthquakes since 2006 and the two biggest cities, i.e. Tulsa and Oklahoma City (OKC). The black polygon 

indicates the borders of the induced seismicity model. Figure taken from Grigoratos et al. [2021]. 

 

4.2. Seismicity rates 

4.2.1 Geomechanical modeling 
Fluid extraction, injection, compaction, cooling, depletion, or pressurization in subsurface 

reservoirs can cause significant deformation of the surrounding rock formations, leading to the 

development of fractures and induced seismicity. In recent years, researchers have developed analytical and 

numerical geomechanical models to simulate and predict the behavior of reservoirs and faults under 

different conditions. The phenomenon of seismicity triggered by hydrocarbon production is a complex 

interplay of various physical and chemical processes, making it challenging to develop a perfect model that 

considers all contributing factors. In this review, we explored some of the prevalent geomechanical models 

used to study production-induced seismicity and discuss their limitations and trade-offs. The findings 

summarized here are later used to inform sections 5.1 and 6.1 

Understanding the effect of fluid pressure changes on porous media, like hydrocarbon or 

geothermal reservoirs, is important to comprehend the seismicity rates. Segall and Fitzgerald [1998] 

investigated the stress changes caused by different types of disturbances, including earthquakes, injection 

and withdrawal of fluids, and thermal effects – including how these stress changes affect the behavior of 

reservoirs. They assume that the medium is isotropic, homogeneous, and elastic, and that Darcy’s law 

governs fluid flow within it. The increased stress due to injection and production processes causes rock 

instability and results in frictional sliding on pre-existing faults, leading to induced seismicity. The large Biot 

coefficient, which measures the poroelastic properties of rocks, and regional stress changes within the 

reservoir promotes normal faulting. The isothermal reduction in pore pressure creates relative horizontal 

tension within circular disk-shaped reservoirs, highlighting the role of poroelasticity in inducing stress 
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changes in hydrocarbon and geothermal reservoirs. This tension can promote fracturing and enhance 

fracture permeability in nearby tight rocks, affecting reservoir productivity.  

The properties of rocks, the different orientations of fracture networks, and the stress condition 

of faults are simply one of the few aspects that need great attention for understanding the relationship 

between fluid injection and induced seismicity. Hager et al. [2021] employ a process-based approach that 

uses motion and fluid flow equations to simulate subsurface behavior under various injection scenarios and 

investigates how changes in fluid pressure and rock properties can lead to fault slip and seismic activity. 

Successful implementation of this approach has been reported in the Val d’Agri oil field, located in 

seismically active southern Italy, where the geomechanical and earthquake source physics models were 

calibrated using comprehensive subsurface information. The models were then validated by comparing 

their predictions to subsequent observations, and the approach was found to be successful in managing 

and mitigating triggered seismicity.     

To evaluate the seismic risk associated with geothermal and hydrocarbon reservoirs intersected by 

faults, van den Hoek and Poessé [2021] developed an analytical solution to model the stress changes 

induced by cooling, depletion, or pressurization along representative faults exists, which can be linked to 

elastic finite element calculations to estimate the maximum fault displacements and subsequent seismic 

magnitudes. The model predicts how the stress changes in the reservoir will affect the stability of pre-

existing faults and fractures in the rock, potentially causing them to slip and generate earthquakes. This 

paper concludes that certain fault geometries are more prone to seismic activation than others. The 

activation risk is generally lower for geothermal operations than for situations where large parts of the 

reservoir are depleted or pressurized. The authors use this information to assess the seismic risk associated 

with fluid injection and extraction in the reservoir.   

Over the years, the occurrence of production-induced seismicity in natural gas fields has raised 

concerns due to its potential risks and consequences. Gaining a comprehensive understanding of the 

fundamental physical processes driving these induced earthquakes is essential for effective management 

and mitigation approaches.  Zbinden et. al. [2017] investigates the physical processes occurring in fault 

zones intersecting gas reservoirs during production. A geomechanical model is proposed, analyzing stress 

and pressure evolution within faults. The study identifies three processes: reservoir compaction leading to 

increased shear stress, pressure drop affecting stress through poroelastic effects, and fluid flow influencing 

pore pressure and normal stress. The assumption of similar pressure drops in fault and adjacent reservoirs 

is found to be inadequate. Variations in shear stress, fault strength, and caprock rheology contribute to 

deviations in induced earthquake magnitudes. Mitigation strategies, such as production shut-in and 

reinjection in the reservoir compartment, can prevent fault reactivation, while fluid injection in nearby 

compartments may not be effective. Although the model has limitations, its findings provide valuable 

insights into the geomechanics of production-induced seismicity. 

Jansen et al. [2019] also present an analytical solution for the stress and strain fields induced by 

fluid injection or production in the vicinity of a displaced fault and consider the poroelastic behavior of the 
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reservoir and the fault zone, which means the stress changes depending on the compressibility of the rocks 

and the fluids in the reservoir. The authors also consider the effects of fluid pressure changes on fault 

friction, which can affect the potential for fault slip or reactivation. This work evaluates the elastic 

displacements, strains, and stresses resulting from fluid injection or production in a reservoir with displaced 

faults. The model considers a reservoir with a single fault plane displaced by a certain amount, and the fault 

plane is assumed to be impermeable. This paper concludes that even small amounts of injection or 

production can result in some amount of slip or nonelastic deformation due to the development of infinitely 

large elastic shear stresses in a displaced fault, particularly at the internal and external reservoir/fault corners. 

 Similarly to the injection process, the depletion of hydrocarbon reservoirs through pumping causes 

subsurface deformation and is thoroughly studied by Odonne [2019]. The study demonstrated that reservoir 

deflation leads to the formation of steeply dipping reverse faults that enclose a downward- opening cone, 

which moves downward in response to the reservoir contraction. The study also shows faults along the 

cone are straight beneath a thick reservoir cover and tend to curve upwards with decreasing cover. As the 

pressure within the reservoir decreases due to depletion, the overburden becomes unstable and undergoes 

deformation. This deformation can result in the formation of reverse faults that propagate upward toward 

the surface. The model suggests that the nature of the faults that develop depends on the mechanical 

properties of the overburden and the underlying basement rock. The overburden may have low strength 

and high compressibility, which can cause it to deform and form faults more easily. The basement rock may 

also have variable strength and can contribute to fault formation by either resisting or facilitating 

deformation. The presence of other geological structures, such as pre-existing faults, can also affect the 

development of reverse faults.  

There is a need to understand the mechanical stratigraphy and structural complexities that exist in 

reality, but are often neglected in available analytical poroelastic models. Haug et al. [2018] present a 

geomechanical numerical modeling perspective to study the phenomenon of production-induced seismicity 

in gas fields located in North Germany. To investigate a parameter space including reservoir depth, 

thickness, mechanical properties, and compartment geometries typically found in North German 

Rotliegend gas fields, the study utilizes 2D finite element models. Furthermore, the paper discusses the 

effects of mobile salt layers with varying thickness atop the reservoir on fault stability. The results indicate 

that salt diapirism and variations in the sandstone-shale succession controlling the distance between the 

reservoir horizon and viscoelastic evaporite layers play a crucial role in focusing production-induced 

seismicity in specific locations within the gas fields. Furthermore, the study reveals, that steeply dipping 

faults (>60°) are more likely to be reactivated due to the dominant contribution of reservoir compaction to 

fault loading, even if they are considered unfavorable for reactivation in the tectonic stress field. The 

findings of this paper indicate that production-induced fault reactivation potential is highest at the upper 

reservoir level and a narrow interval above the reservoir. Fault loading is strongest directly below the 

viscoelastic salt layer in the overburden, but upward propagation is limited due to the isotropic stress state 

and shear stress relaxation in the salt. 
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Analysing the North German basin again, Hergert et al. [2020] investigated the reactivation of 

faults caused by the decline in pore pressure and reservoir compaction, using hydromechanically coupled 

finite element models. One of the primary observations is the occurrence of normal faulting slip at the 

depth of the reservoir, with nucleation near its top in the hanging wall. The paper also reveals that the 

displacement does not fully extend to the lowermost part of the reservoir in the hanging wall, except under 

specific conditions of low horizontal stresses prior to production. The timing and size of rupture are found 

to be influenced by the relative position of production wells in relation to the fault. An important aspect of 

the study is the role of frictional properties on the fault and the pre-production stress state, which 

significantly impacts coseismic displacements. Specifically, the tectonic stress field, characterized by the 

ratio of effective horizontal to vertical stress (k0), plays a crucial role in determining the duration of 

production and the extent of pore pressure decrease before reaching a critical state of stress. This research 

offers valuable insights into the interplay between tectonic stresses and depletion-induced stress changes, 

which collectively drive the occurrence of earthquakes in the region. Notably, the study emphasizes that 

the earthquakes in Northern Germany are particularly influenced by pore pressure drawdown during 

production due to the region's low-deformation rates. 

There are arguments that the lithosphere's tectonic drive cannot be represented solely through 

stresses or displacements at boundaries, as in technical structures. Instead, Gudehus et al. [2022] propose 

the use of quasi-local and -momentary quantities combined with fractional derivatives to better capture the 

fractal and non-fractal features of rock behaviour.  The paper examines rock fabric evolution in the context 

of dilatant-driven and spontaneous contractant critical phenomena, to understand the behaviour of faults, 

shear bands, and cracks in the lithosphere in NW Germany. The study emphasizes that seismicity in gas 

fields is not solely attributed to rapid shearing along faults but involves both slow driven dilatation and fast 

spontaneous contraction of the pore system. The authors suggest that hydraulic fracturing estimates of the 

smallest principal stress may be insufficient due to the neglect of fractality in the system. Through triaxial 

tests and X-ray tomography, the paper reveals the occurrence of fractal patterns of shear bands in sandstone 

samples, which dominate when the minor quasi-local effective stress exceeds the cohesion. The study also 

explores the use of neutron beam diffraction to observe changes in lattice plane distances, indicating elastic 

strains in rock samples. The paper concludes by proposing further investigations involving multi-stage 

triaxial tests with advanced boundary conditions, seismometry, X-ray tomography, and neutron beam 

diffraction. The authors believe that such experiments could provide valuable insights into the successions 

of driven and spontaneous critical phenomena and their underlying mechanisms. The ultimate goal is to 

improve seismic early warning and calculation models for geotechnical operations involving faults and to 

better understand rockbursts. 

Hettema [2022] presents a practical methodology to assess seismic hazard in low-enthalpy 

geothermal doublet systems designed for heat exchange in porous and permeable aquifers. The study 

focuses on the depth range of 1800 to 3300 m, with temperatures in the range of 60 °C to 100 °C, 

specifically in the context of The Netherlands. The paper aims to determine the probability distribution for 
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mechanical reactivation along pre-existing weak faults. The geomechanical model is based on the finite 

element method and includes parameters such as the rock properties (e.g., Young's modulus, Poisson's 

ratio, density), the fluid properties (e.g., viscosity, density), and the injection and extraction rates. The model 

includes a representation of the subsurface geology, which is divided into layers of different rock types and 

properties. These parameters are considered to simulate the deformation of the subsurface and the stress 

changes that result from fluid injection and extraction. The workflow is demonstrated both for early period 

operation times and at final thermal breakthrough, and the uncertainty is addressed through probabilistic 

logic tree analysis quantifying the variation of the four most uncertain input parameters.  

A publication by van Eijs et al. [2006] investigates the correlation between hydrocarbon reservoir 

properties and induced seismicity in the Netherlands. The authors use Bayes' theorem and the Rule of 

Succession to predict the probability of induced earthquakes in fields with no historical earthquake record. 

The method uses three key parameters that show a good correlation with the occurrence of earthquakes: 

pressure drop, fault density of the reservoir, and stiffness ratio between seal- and reservoir rock. The authors 

have defined four groups of hydrocarbon fields having different probabilities based on the observed 

correlation between the key parameters and the occurrence of earthquakes. However, the method is 

inconclusive concerning frequency and magnitude, and the definitions and values in their method need to 

be updated regularly as more data becomes available or more earthquakes occur.  A more detailed critical 

review of this paper is provided in section 5.1. 

The article by Dahm et al. [2017] presents a quantitative approach to distinguish between induced, 

triggered, and natural earthquakes occurring close to hydrocarbon fields. The authors propose a 

probabilistic approach that considers the uncertainties of earthquake location and seismicity rate in terms 

of joint probabilities. The approach involves modeling the Coulomb stress changes induced by hydrocarbon 

production and using a rate and state-dependent seismicity model to estimate the probability of induced 

events, while the natural earthquakes are estimated from the tectonic loading. The authors then compare 

the occurrence probability distributions of earthquakes to distinguish between induced, triggered, and 

natural earthquakes. The approach is applied to two case studies: the Mw 4.3 Ekofisk 2002 North Sea 

earthquake close to the Ekofisk oil field and the 2004 Mw 4.4 Rotenburg, Northern Germany earthquake 

in the vicinity of the Soehlingen gas field. The study found that the Mw 4.3 Ekofisk 2002 North Sea 

earthquake and the 2004 Mw 4.4 Rotenburg, Northern Germany earthquake were clearly triggered and 

induced, respectively, while the other earthquakes analyzed were possibly only triggered. The results also 

showed that the induced seismicity probability increased with the depletion rate of the hydrocarbon 

reservoir, while the triggered seismicity probability was mainly affected by the stress transfer from nearby 

faults.    
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Figure 5. Sketch to illustrate the problem with an earthquake near an oil field and an active tectonic fault. 

(b) Depletion-induced (red) and tectonic event rates (blue) plotted along the x-profile, along with trigger 

potential pD and filtered function f∗pD. Figure from Dahm et al. [2017]. 

 

Hettema [2020] published an article that provides analytical solutions for fault reactivation 

mechanics induced by pressure depletion in hydrocarbon reservoirs. The study aims to establish initiation 

criteria for fault reactivation and determine the critical pressure depletion required for seismicity in gas 

reservoirs in the Netherlands. The study considers various factors, such as rock properties, fluid properties, 

reservoir pressure and temperature, and the stress state of the rocks, to determine the critical Coulomb 

stress required for seismicity to occur as the first necessary mechanical condition for fault reactivation. The 

study reveals that poro-elastic stressing is more important than differential compaction in determining the 

critical reservoir pressure depletion for fault reactivation. The results of the study shed light on the reasons 

for the observed seismicity in the Netherlands being attributed to steeply dipping fault planes. The paper 

also discusses how the induced shear stress can be caused by fault throw or pressure differences created by 

sealing faults or boundary faults. Overall, the article provides insights into fault reactivation mechanics and 

their relationship to reservoir management.     

Both previously named publications provide valuable insights into the mechanics of induced 

seismicity in hydrocarbon reservoirs. While the first paper (Dahm et al. [2017]] emphasizes the importance 

of understanding the correlation between hydrocarbon reservoir properties and induced seismicity for 

predicting the occurrence of earthquakes in fields with no historical seismic record, the second paper 

(Hettema [2020]) highlights the importance of understanding the geomechanical processes that govern fault 

reactivation induced by pressure depletion. The analytical solutions presented in the second paper can be 
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used to develop reliable initiation criteria for fault reactivation and to assess the risk of induced seismicity 

in hydrocarbon reservoirs.      

As mentioned in section 2.1.1, the Groningen gas field is one of the largest gas fields in Europe 

that has experienced induced seismicity as a result of gas extraction. To understand the relationship between 

gas production and seismic activity, researchers have proposed various models that can be broadly classified 

into deterministic, empirical, and stochastic models. In their review paper, Kühn et al. [2022] provide an 

extensive overview of these types of models and discuss their strengths and limitations:  

I) Deterministic models: a) Coulomb stress transfer models use physical principles to predict the 

occurrence and location of seismic events based on the stress changes in the subsurface caused by gas 

production. b) geomechanical models simulate the deformation of the reservoir and surrounding rock 

formations due to gas production, and can provide information on the timing and magnitude of seismic 

events. 

II) Empirical models: a) rate-and-state friction models use empirical relationships between the rate 

of gas production and the rate of seismicity to predict future events. They are based on the concept of rate-

and-state friction, which describes the behaviour of faults in response to changes in the stress field. b) 

statistical models use statistical relationships between gas production and seismicity to predict future events. 

They consider both the magnitude and frequency of seismic events and can provide probabilistic estimates 

of future seismicity.  

III) Stochastic models: a) epidemic-type aftershock sequence (ETAS) models simulate the random 

occurrence of seismic events based on the statistical properties of past earthquakes. They consider the 

cascading triggering of aftershocks by previous events and can provide probabilistic estimates of future 

seismicity rates. b) Brownian motion models simulate the random movement of particles in response to 

external forces, and can be used to model the diffusion of stress changes in the subsurface caused by gas 

production. The authors highlight the need for a multi-disciplinary approach that combines geomechanical, 

statistical, and probabilistic models to improve the accuracy of predictions and reduce the risks associated 

with gas production in the Groningen gas field.  

One of the physics-based models proposed to understand the relationship between natural gas 

extraction and induced seismicity at the Groningen reservoir is described in a paper by Dempsey and 

Suckale [2023]. The paper focuses on forecasting felt seismicity (M>2.5) from February 2017 to 2024. The 

model considers the injection of gas into the subsurface, which can cause the pore pressure to increase and 

the rock to expand, leading to stress changes in the surrounding rock and potential seismic activity. The 

model incorporates a variety of physical processes, including poroelasticity, which describes the 

deformation of porous materials under the influence of fluid pressure changes; Coulomb failure criteria, 

which describe the conditions under which a fault will fail and generate an earthquake; and frictional sliding, 

which can cause fault slip and earthquake activity, to simulate the mechanical behavior of the subsurface as 

well as the heterogeneity and anisotropy in the subsurface: which can affect the propagation of seismic 

waves and the likelihood of earthquake occurrence. The researchers used data from the Groningen gas field 
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to calibrate the model and then tested its predictive power by comparing its forecasts to actual seismic 

activity. A post-hoc evaluation and forecast update by Dempsey and Suckale [2023] suggested that the 

model provides accurate forecasts for larger events, but tends to underestimate the likelihood of smaller 

events. 

Another seismological model proposed to understand the relationship between subsurface 

reservoir volume changes and induced earthquakes is described in a paper by Bourne et al. [2014]. The 

paper derives a probability distribution for the total seismic moment as a function of time using an evolving 

earthquake catalog, which is taken to be a Pareto Sum Distribution with confidence bounds estimated using 

approximations. The paper applies the method to the Groningen gas field and demonstrates that the 

predicted seismic moment strongly depends on planned gas production. The method utilizes seismic data 

to estimate the probability of seismic hazard due to changes in the reservoir where fluid extraction occurs. 

However, it is important to note that the method assumes that the seismic moment is proportional to the 

total strain in the reservoir.    

In another paper, Postma and Jansen [2018] use numerical experiments and an idealized 

Groningen- like geometry to explore the factors that influence the severity of near-well seismic events 

following sudden production changes and to determine whether production strategies can avoid triggering 

them. The authors observe a temporary increase in stress, which induces a slip, following a sudden increase 

in gas production rate in the Groningen natural gas field. This increase in stress is caused by the time it 

takes for the pressure disturbance to propagate through the reservoir, inducing a state of relative radial 

tension and growing shear stress. The authors found this effect is more significant in geological formations 

with steeper dip angles, higher gas production rates, and lower reservoir pressures. It can also be more 

pronounced in clusters of production wells. However, compared to the ambient stresses in the subsurface, 

the increase in stress caused by the production-induced pressure changes is relatively small and insignificant 

in terms of its contribution to the total stress field. In other words, the increase in stress is not enough to 

significantly alter the overall stress state in the subsurface. It is unlikely to be the primary factor in causing 

earthquakes in the Groningen gas field. Other factors, such as the pre-existing state of stress and the 

properties of the geological faults, are likely to be the primary factors determining whether production-

induced pressure changes can trigger earthquakes in the Groningen gas field. The authors suggest that 

production strategies that avoid rapid changes in production rates can reduce the likelihood of such events.  

Candela et al. [2019] developed a model based on the Coulomb rate-and-state friction law, which 

describes the evolution of fault slip rate as a function of the state variable and the shear stress. The state 

variable represents the internal condition of the fault, which evolves due to mechanical and chemical 

processes. The authors also consider the effect of differential compaction, which refers to the fact that the 

reservoir rock and the overburden rock have different mechanical properties and hence respond differently 

to changes in stress. This effect can lead to deformation and stress changes that can trigger earthquakes. 

They find that the spatiotemporal evolution of seismicity in the Groningen field is influenced by both the 

spatial variability in the induced stressing rate history and the spatial heterogeneities in the rate-and-state 
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model parameters. The paper also highlights that the Groningen fault system is unsteady and becoming 

more sensitive to the stressing rate, which can explain the long delay in the seismicity response relative to 

the onset of reservoir depletion.  

Richter et al. [2020] developed a statistical model that describes the relationship between gas 

extraction and seismicity. The authors begin by analyzing data on the location, magnitude, and timing of 

seismic events that occurred between 1991 and 2013. They also analyze data on the volume of gas extracted 

during this period. Based on this data, they develop a statistical model that describes the relationship 

between gas extraction and seismicity. The authors use a statistical method called "point process modeling" 

to estimate the rate of seismic events as a function of the volume of gas extracted and the current stress 

state of the earth's crust. The model also takes into account the fact that seismic events can trigger other 

seismic events, creating a "cascade" effect. This is modeled using a "Coulomb stress transfer" model, which 

calculates the stress changes caused by each seismic event and predicts the likelihood of subsequent events. 

Both the changes of the fluid pressure and of the reservoir compaction are tested as input to approximate 

the Coulomb stress changes. The authors find that the rate-and-state model with a constant tectonic 

background seismicity rate can reproduce the observed long delay of the seismicity onset. In contrast, the 

Coulomb failure models with instantaneous earthquake nucleation need to assume that all faults are initially 

far from a critical state of stress to explain the delay.   

Zöller and Hainzl [2023] combines a statistical analysis of historical seismicity data and 

geomechanical modeling to predict the likelihood of different levels of seismicity over the remaining 

operating period of the gas field. The historical seismicity data was used to identify patterns and correlations 

between seismic events and operational parameters of the gas field, such as the volume of gas produced 

and the depth of the gas reservoir. The geomechanical modeling was used to simulate the response of the 

gas reservoir to changes in operational parameters, including scenarios where gas production is reduced or 

stopped altogether, such as the production rate and the pressure within the reservoir. Despite the overall 

decreasing earthquake rate resulting from decreasing production volumes, the authors use scenario 

calculations based on simulated pressure and compaction data to indicate a considerable probability that 

the maximum expected magnitude in the next 30 years exceeds the maximum observed magnitude from 

the past 30 years. This finding highlights the importance of continued monitoring and mitigation efforts to 

manage the risks associated with induced seismicity in the Groningen gas field. 

Shapiro [2018] proposes a quantitative measure, called the Seismogenic Index (SI), for forecasting 

the seismogenic effects of subsurface fluid operations, including both fluid injections and productions. The 

SI represents the seismogenic reaction of rocks to a unit volume fluid impact and allows for a quantitative 

comparison of tectonic conditions and fluid operations in terms of their potential to induce earthquakes 

and produce seismic hazard. The model uses a combination of geomechanical and fluid flow simulations 

to estimate the pressure changes induced by fluid injections or extractions and their effects on the stability 

of the surrounding rock formations. The SI is then calculated based on the magnitude of these pressure 

changes and the properties of the reservoir rocks. The paper also provides estimates of the SI and of the 
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poroelastic coupling characterizing the Groningen gas field, which is an idealized homogeneous reservoir 

layer similar to the Groningen field at normal faulting. The presence of production-induced seismicity in 

the Groningen field indicates a combination of the friction coefficient and of the poroelastic coupling 

unfavorable for inducing seismicity by injections. 

Finally, here we summarize the key takeaways from this section.  

• One common approach in geomechanical modeling is to consider permeability changes due to 

pressure variations. These models account for the dynamic nature of fluid flow and pore pressure 

changes in the reservoir, which can lead to fault reactivation and seismic events. While these models 

are effective in capturing the fluid-driven processes, they often overlook other essential factors that 

contribute to seismicity.  

• Another set of models incorporates rate and friction equations to simulate fault slip and shear 

stress changes during production. These models take into account the mechanical behavior of the 

rocks and the interactions between fault surfaces. While such models provide valuable insights into 

the mechanics of faulting, they may neglect the impact of fluid migration and pressure changes, 

which are crucial drivers of seismicity in some regions.  

• Porosity changes and chemical dissolution are yet other important aspects that can influence 

production-induced seismicity. These models consider the effects of compaction and deformation 

of reservoir rocks due to fluid depletion, as well as the dissolution of minerals, leading to pore 

collapse and increased stress in the reservoir. However, they might not fully account for the 

complexities arising from fluid flow and shear stress variations.  

• In practice, no single geomechanical model encompasses all the physical and chemical factors that 

influence production-induced seismicity. This is understandable since adding more complexity to 

the model may lead to decreased accuracy and computational challenges. A trade-off between 

model complexity and accuracy needs to be carefully balanced to ensure meaningful results.  

• Furthermore, the heterogeneity of geological settings and the lack of complete data often hinder 

the development of comprehensive models. Each gas field or reservoir may have unique geological 

characteristics that require specific considerations, making it challenging to create a universally 

applicable model.  

• Despite the inherent limitations of geomechanical modeling, the presented approaches have 

significantly contributed to our understanding of production-induced seismicity and the 

development of safety protocols in gas field operations. 

 

4.2.2 Maximum magnitude 
The maximum possible earthquake for the Groningen gas field has been a matter of debate for 

many years [Muntendam-Bos & De Waal 2013], with estimates among various studies converging around 

M 4.0 to 4.5 [Zoller & Hainzl 2022; Muntendam-Bos & Grobbe 2022; Beirlant et al 2018], but with values 

up to 5.4 being mentioned under certain modeling assumptions [Zoller & Hainzl 2022]. It would be 
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reasonable to assume that the largest possible size for Groningen will also be the upperbound for the 

smaller Dutch gasfields. 

Zoller & Holschneider [2016; 2018], Zoller & Hainzl [2022], and Beirlant et al. [2018] focused on 

statistical methods to estimate the maximum possible magnitude at Groningen. A few years later, Bourne 

& Oates [2020] argued that the magnitude-frequency distribution is not a pure power law, but contains a 

stress‐dependent exponential taper, something that lowers the magnitude estimates significantly. However, 

in 2022, Muntendam-Bos & Grobbe [2022] found no clear evidence that a tappered distribution is a better 

fit to the limited data. 

 We also consider the largest magnitude events from prior extraction-related induced cases, for 

comparison (section 2).  The most extreme cases (i.e., Gazli & Coalinga with MS 7.0 & ML 6.7, respectively) 

occurred at tectonic depths and had been argued to be triggered (or even naturally occurring), rather than 

truly induced.  Most of the clear-cut cases of extraction-induced events typically have exhibited events up 

to M 5.5.  Notably, events of magnitude 4 are quite common, even in areas with little tectonic seismicity. 

For example, the Lacq case in France reported a ML 4.2 event, the North Sea reported events as large as 

MW 4.3, and the German gas fields reported events up to MW 4.4.  The results of the March 2016 workshop 

on possible maximum magnitudes at Groningen suggested a distribution, partly influenced by the 

observation of these extraction-induced analogues [Bommer & van Elk, 2017]. 

 

4.3 Ground motion modelling 

4.3.1 Ground motion prediction models 
Once a potential earthquake source is identified, the next step is to estimate how much ground 

shaking will occur at a given location, based on that source. The probabilistic nature of the ground shaking 

(Figure 6) is due to the lack of knowledge of all details of the physical process involved and of the seismic 

wave propagation medium [Gerstenberger et al., 2020]. The primary predictor variables are usually: 

magnitude, distance to the rupture, and site characterization [Esteva and Rosenblueth, 1964; Boore et al., 

1997]. Additional variables may include: style of faulting, depth to top of the rupture, average shear-wave 

velocity in top 30 m, or depth to a velocity of 1 km/s [Gerstenberger et al., 2020]. Some Ground Motion 

Prediction Models (GMPMs) may incorporate additional constraints from simulated ground shaking data. 

Usually the output metrics of a GMPM are spectral accelerations at different periods (e.g., 0.01 to 10s), 

Peak Ground Velocity (PGV), Peak Ground Acceleration (PGA) or Arias intensity. 
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Figure 6. Logic tree for response spectral ordinates for the Groningen GMPM [taken from Bommer et al., 

2022a]. 
 

GMPMs are inherently limited by the scarcity of data related to large shaking amplitudes and/or 

near-source recordings. This is particularly challenging for stable continental regions, where low seismicity 

rates and typically sparse seismic networks exacerbate the lack of data [Gerstenberger et al., 2020]. As far 

as induced events are concerned, due to their triggering process, they are likely to be of smaller magnitude 

and at shallower focal depth than typical tectonic earthquakes [Grigoratos et al., 2021]. The focal depths of 

potentially induced events generally lie within the upper 6 km of the crust, making the seismic wave 

propagation more dependent on the heterogeneous properties of the uppermost crustal layers [Bommer et 

al., 2016]. 

To address these issues, several studies have developed region- or even sequence-specific GMPM 

for induced seismicity. Here, we do not consider cases of mining-induced seismicity. Novakovic et al. [2018; 

2020] and Zalachoris & Rathje [2019] developed GMPMs for Oklahoma (USA); Douglas et al. [2013] for 

low-magnitude earthquakes from geothermal areas in Europe; Sharma et al. [2013] for the Geysers 

Geothermal Area (USA), Edwards et al. [2018] for the Basel sequence (Switzerland), Sharma et al. [2022] 

for the St. Gallen sequence (Switzerland), and Cremen et al. [2020] for the Preston New Road HF sequence 

(UK). To our knowledge, the only GMMs developed based on data related to fluid-extraction, are based 

on the Groningen datasets [Bommer et al. 2016; 2017; Paolucci et al. 2020; Ruigrok et al. 2022; Bommer et 

al. 2022ab]. 

Notably, when Cremen et al. [2020] tested the model by Douglas et al. [2013] against the Preston 

New Road data, the fit was not satisfactory despite the broad similarities in magnitude range, focal depth 

and tectonic setting. Furthermore, Grigoratos et al. [2021] demonstrated that even relations developed from 

similar datasets can exhibit very different attenuation functions (Figure 7). Therefore, it is very difficult to 

confidently select a GMPM unless it can be re-calibrated or at least tested against local data.  
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(a)

 

(b) 

 

Figure 7. Comparison of GMPMs for Mw 5.8, 5 km focal depth and Vs30 = 760 m/s: (a) 5% damped 
pseudo-acceleration response spectra at 10 km hypocentral distance (Rhypo) and (b) attenuation of SA (0.3 
s) with distance. Taken from Grigoratos et al. [2021]. 

 

This is the reason why the studies dealing with the seismicity in Groningen developed their own 

GMPMs [e.g., Bommer et al. 2016; 2017; Paolucci et al. 2020; Ruigrok et al. 2022; Bommer et al. 2022ab], 

and even updated them as new data were becoming available. Notably, v7 and v6 of the GMPM for 

Groningen have significant differences in the resulting SA values, especially at low periods, despite being 

conceptually similar in their framework [Bommer et al. 2022b]. Ideally, we would like to see greater stability 

between sequential updates. The v7 model predicts 5% damped horizontal acceleration response spectra at 

oscillator periods between 0.01 and 1.5 seconds for magnitudes from ML 2.5 to about 7.3 and rupture 

distances ranging from the epicentral location of Groningen earthquakes to distances of around 40 to 50 

km. The predictions account for nonlinear site amplification effects through a zonation map and associated 

frequency dependent amplification factors (Figure 8). The reference rock-horizon is at 800 m depth, with 

a reference shear-wave velocity of about 1400 m/s. The GMM is defined in terms of a logic-tree that 

captures the epistemic uncertainty in the predictions, particularly at the larger magnitudes currently 

considered in the hazard and risk calculations. The authors clarified that “the model cannot be applied 

outside the boundary of the [Groningen] gas field plus a 5 km buffer onshore”. That said, the alternatives 

have critical drawbacks as well; the latest (tectonic) GMMs developed for the SERA (Seismology and 

Earthquake Engineering Research Infrastructure Alliance for Europe) project did not use any Dutch data 

as input (Figure 9). 
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(a)  

(b)  

Figure 8. (a) Schematic illustration of the derivation of the V7 GMM for Groningen; (b) magnitude-distance 
distribution of the Groningen ground-motion database [both figures from Bommer et al., 2022b]. 
 

To deal with uncertainties, it is common practice to combining multiple GMMs via logic trees 

[Bommer & Scherbaum, 2008; Bommer, 2012]. As explained in Gerstenberger et al. [2020], in practice, this 

approach begins with the selection of suitable GMMs by first applying a criteria of quality assurance [Cotton 

et al., 2006; Bommer et al., 2010]. Next, performance tests of the GMMs with respect to a dataset provide 

quantitative ranking of the models [e.g., Scherbaum et al., 2009]. Sensitivity analyses and expert elicitation 

[e.g., Delavaud et al., 2012] can provide a final logic tree structure for GMMs. That said, recent studies [e.g., 

Mak et al., 2014] have highlighted the inconsistency of a pure data-driven approach, in particular with a lack 

of independency of the data or incomplete (or biased) datasets that may favor one model over another [e.g., 

Ghasemi and Allen, 2017]. 
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Figure 9. Number of records in each of the 46 attenuation regionalisation polygons used for the calibration 

of the latest European GMM used in the SERA project [from Kotha et al., 2020]. 

 

Beyond the use of multiple GMPMs, the scaled backbone approach [Bommer, 2012; Atkinson and 

Adams, 2013; Atkinson et al., 2014a; Douglas, 2018] provides an alternative for handling the wide range of 

uncertainties. In this approach, one GMPM is typically used to generalize the attenuation and magnitude-

scaling behavior required for a specific tectonic region type for a range of magnitudes and distances. As 

explained in Boore et al. [2022], the selected backbone model is first adjusted to match the earthquake 

source and path characteristics of the target region, and then it is separately adjusted to account for the site-

specific geotechnical profile. For a GMPM to be amenable to such host-to-target adjustments, the 

magnitude scaling of response spectral ordinates should be consistent with the theoretical scaling of Fourier 

amplitude spectra. In addition, the influence of individual source and path parameters should be clearly 

distinguished in the model to allow the adjustments to be applied individually, and reliable estimates of the 

source and path parameters from the host region of the GMPM should be available, as should a reference 

rock profile for the model. Using data analysis and judgment, upper and lower alternatives about the central 

GMPM are defined to capture the epistemic uncertainty of a representative suite of published GMPMs. A 

referenced backbone model allows tuning the size of the alternative branches while preserving statistical 

independence of the newly predictive models. This approach is gaining ground in recent years and its 

implementation details are outlined in Boore et al. [2022]. 

 

4.3.2 Ground shaking intensity 
Ground Shaking Intensity Prediction Models (GSIPMs) have been developed to estimate Intensity 

Scales (e.g. modified Mercalli intensity (MMI)) expected for a given set of earthquake parameters and site 

distances. Unlike other intensity measures such as spectral acceleration or peak ground acceleration (PGA), 

MMI depends solely on observations, such as felt intensities and structural damage [Wood and Neumann, 

1931]. Due to their empirical and generic nature, GSIPMs cannot be paired with specific exposure and 

fragility models, nor do they explicitly account for soil amplification. Therefore, the dataset used in their 

regression is a key factor for their applicability.  
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Popular GSIPMs have been developed by Atkinson & Wald [2007], later revised by Atkinson et al. 

[2014b], focusing on North American data above M 3. Allen et al. [2012] developed a globally applicable 

GSIPM based on earthquakes with Mw > 5 for active crustal regions. Ahmadzadeh et al. [2020] developed 

an GSIPM for Iran, Le Goff et al. [2014] one for Portugal, and Dowrick & Rhoades [2005] one for New 

Zealand. None of the aforementioned GSIPMs is easily applicable to very shallow small-magnitude 

earthquakes in a low seismicity region like the Netherlands. A better fit would be the GSIPM by Teng et al. 

[2021], which is based on likely-induced earthquakes from Texas, Oklahoma and Kansas, with magnitudes 

between M 1.5 and 3.5 and hypocentral distances within 30 km. Alternatively, one could compute PGV or 

PGA estimates using an applicable GMPM for the Netherlands [e.g., Bommer et al. 2022], and then convert 

those to MMI using the conversion-relations of Schultz et al. [2021c], originally derived for Central and 

Eastern US. 

 

4.4 Site-response analysis 

4.4.1 Introduction 
The variability in the near-surface geology is well known to have a strong influence on the level of 

amplification of seismic ground motion during an earthquake. The presence of low seismic velocity 

sediments overlying stiffer bedrock, especially near the surface, modifies earthquake ground motions by 

affecting amplitudes and frequency content. This phenomenon is referred to as seismic site response or site 

effects and is critical when assessing seismic hazard levels in a given area. Amplification effects resulting 

from site effects have been observed and studied after multiple earthquakes, including the 1985 Mexico 

City earthquake [Bard 1988] and the 2010 Darfield earthquake in New Zealand [Bradley, 2012], as well as 

in densely populated regions such as Tokyo and Los Angeles [Bonilla et al., 2011; Hartzell et al., 1996]. This 

issue of near-surface effects on earthquake ground shaking is globally recognized, and several methods have 

been established to investigate these effects. 

This section provides a literature review of state-of-the-art research on site response and soil 

amplification in Europe and the Netherlands. Firstly, the description of how site response is included in 

the European seismic hazard reference model is presented. Then, developments on site response and soil 

amplification in the Netherlands are discussed, including the digital geological model, a nationwide site 

response zonation map, seismic methodology to estimate site response, amplification of compressional 

waves, and a brief review of studies on liquefaction potential. 

  

4.4.2 State-of the art on site response in Europe 
The determination of site response heavily relies on the knowledge of shear wave velocities and 

lithological conditions in the shallow subsurface. However, direct measurements of these factors are usually 

sparse. To estimate site response, many studies employ site-specific response analysis through Ground-

Motion Prediction Equations (GMPEs), as demonstrated by Bommer et al. [2017] and Kruiver et al. [2017]. 

These models use site terms derived from global data sets such as Akkar et al. [2014] and Bindi et al. [2014], 

which condition the equations on the average shear wave velocities of the top 30 meters of the subsurface 

(Vs30). Consequently, only average levels of site response can be obtained for a given Vs30 class. However, 
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studies [Derras et al., 2017; Lee and Trifunac, 2010; Stewart et al., 2014] have highlighted that using only 

Vs30 as a proxy for site response is insufficient, as it does not account for resonances due to high impedance 

contrasts or only considers shallow Vs intervals that might correlate with amplification. 

In recent years, national and international projects have been undertaken to establish standards and 

guidelines for individual parameters related to seismic site characterization (e.g., Foti et al., 2018; Crow and 

Hunter, 2015; SESAME project: http://sesame.geopsy.org; and Consortium of Organizations for Strong 

Motion Observation Systems, http://www.cosmos-eq.org). However, as there is no European standard for 

site characterization analysis, the SERA project (Seismology and Earthquake Engineering Research 

Infrastructure Alliance for Europe; http://www.sera-eu.org) was initiated in 2017. SERA aimed to mitigate 

the risk posed by natural and human-induced earthquakes and has resulted in a revised European seismic 

hazard reference model and a framework for seismic risk modeling at a European scale. On the website 

there is an extensive list of deliverables (http://www.sera-eu.org/en/Dissemination/deliverables/). For 

site response guidelines, the following deliverables are recommended: 

− D7.2 best practices for site characterisation 

− D7.4 improvement site indicators 

− D26.4 method for estimating site effect in city-based risk assessments. 

To ensure a reliable site characterization, SERA has identified a set of mandatory indicators 

including the fundamental resonance frequency (f0), S-wave velocity profile (Vs(z)), VS30, depth of 

seismological and engineering bedrock, surface geology, and soil class. Additionally, SERA has developed 

a quality metrics strategy to evaluate the overall quality of site characterization analysis. With this list of 

indicators, SERA has adopted an approach that surpasses the traditional use of averaged shear-wave 

velocity over the top 30 meter (VS30) as proposed by Allen and Wald (2009), which has been found to have 

shortcomings [Weatherill et al., 2020, 2023]. Another outcome of the site characterization analysis workflow 

is the repository created by Weatherill (2023), which includes the exposure to site tool used to construct 

site amplification files for a given exposure model configuration as applied in the European Seismic Risk 

Model [ESMR20,  https://gitlab.seismo.ethz.ch/efehr/esrm20_sitemodel]. 

The ESMR20 provides additional information on the local site condition across all of Europe, and 

subsequently determines its influence on the prediction of seismic ground motion. The approach adopted 

for characterising the ground motion at the surface is specifically defined for application in a probabilistic 

seismic risk context. It ensures that for every 30 arc-second cell in Europe we are able to, in some way, 

account for local site effects and we do so in a manner that is consistent with the GMM adopted for shallow 

seismicity in the ESMR?20. 

 

4.4.3 HVSR for site characterization 
Assessing earthquake damage requires detailed records of ground motion, but these records are 

not always available. Moreover, developing a detailed ground-motion model requires extensive knowledge 

of geomechanical and sedimentary properties at a specific site, which can be challenging to obtain and vary 

from site to site. However, various studies have shown that the HVSR (horizontal-to-vertical spectral ratio) 

http://sesame.geopsy.org/
http://www.cosmos-eq.org/
http://www.sera-eu.org/en/Dissemination/deliverables/
https://gitlab.seismo.ethz.ch/efehr/esrm20_sitemodel
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of ambient seismic recordings can indicate the subsurface features and local variations of a given area, as it 

exhibits a peak across a frequency range where seismic wave amplification occurs [Nakamura, 1989, 2019; 

Bonnefoy-Claudet et al., 2006; Fäh et al., 2001]. This peak frequency is typically interpreted as the 

fundamental resonance frequency of the soft sediments at a site, which is linked to the elastic impedance 

contrast in the subsurface with stiffer material. Therefore, the microtremor HVSR can be used as an 

indicator for site response assessment [e.g., Molnar et al., 2018; Perron, 2022; Bonnefoy-Claudet et al., 2009; 

Chieppa et al., 2020, Falcone, 2021]. While HVSR amplitude values can approximate the ratio of S-wave 

and P-wave amplification spectra [Herak, 2008], they tend to underestimate the actual level of site 

amplification and cannot be directly used to approximate the levels of S-wave amplifications [Zhu et al., 

2020]. Arai and Tokimatsu [2004a] proposed a method to estimate the S-wave velocity profile at specific 

sites by inverting the HVSR amplitude spectrum and resonance frequencies of microtremors, which is now 

widely used as a simple approach to seismic three-component surveys [van Noten, 2022; Spica et al., 2017; 

van Ginkel et al., 2020]. 

 

4.4.4 Developments on site-response analysis in the Netherlands 
The unconsolidated top sedimentary layer is a major concern throughout the Netherlands due to 

the increased risk of building damage from earthquake amplification. Currently, only for the Groningen 

region, significant efforts are made to evaluate site response as part of seismic hazard and risk resulting 

from gas extraction. Thus, in regions that are not currently monitored or affected by seismic activity, 

additional observations are needed to gain knowledge about site response. In recent years, the high-

resolution 3D geological subsurface models, GeoTOP [Stafleu et al., 2011, 2021] and NL3D [Van der 

Meulen et al., 2013], have become available digitally from the web portal of TNO – Geological Survey of 

the Netherlands (GDN; https://www.dinoloket.nl/en/subsurface-models/map). GeoTOP provides a 

representation of the shallow subsurface in the Netherlands, with voxels measuring 100m by 100m by 0.5m 

(x, y, z) up to a depth of 50m below ordnance datum. Each voxel includes an estimate of the 

lithostratigraphic unit it belongs to and the representative lithologic class. GeoTOP was constructed using 

around 275,000 borehole descriptions from the national Dutch subsurface database operated by GDN,  

and is continuously updated with new subsurface data. 

 

4.4.4.1 Site response in Groningen 
Multiple versions of a large, multidisciplinary project have been developed to construct a 

Groningen Ground-Motion Model (GMM), which aims to estimate the level of induced seismic hazard 

[Bommer et al., 2016, 2017b, 2019]. To provide information for the seismic hazard assessment, the GMM 

includes a detailed analysis of the local and geology-dependent site response, including amplification factors 

and estimates of shear-wave velocity. Kruiver et al. [2017a] developed a regional shear-wave velocity model 

from the surface down to 800 meters, forming the basis for a seismic microzonation of the Groningen gas 

field. Subsequently, Kruiver et al. [2017b] constructed a "Geological model for site response in Groningen," 

consisting of a microzonation based on the GeoTOP grid cells. Using this model, Rodriguez-Marek et al. 
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(2017) developed a field-wide zoning of frequency-dependent nonlinear amplification factors. Additionally, 

a SCPT campaign was undertaken in Groningen to determine the V s30 adjacent to each borehole in the 

B- and later the G-network. These detailed shear-wave velocities reduce the uncertainties in the GMM 

(Kruiver et al., 2021; Noorlandt et al., 2018). The GMM is specifically designed for the seismic hazard 

induced by earthquakes in the Groningen gas field region and cannot be directly extrapolated for seismic 

hazard assessment and site-response estimations throughout the Netherlands, because of the strong lateral 

variations in the subsurface geology. 

The GMM used the base of the North Sea Group (NSG) as reference rock horizon and 

amplification is computed from that depth level. However, the base of the NSG is variable throughout the 

Netherlands. Earthquake transfer function from the seismic borehole data analyzed by van Ginkel et al., 

[2019, 2022a, 2022b] showed that most of the wave amplification takes place in the top 50 m, especially 

with very soft Holocene clay and peat overlying stiffer Pleistocene sands. Hence, a shallower reference 

horizon and corresponding velocity has been determined to compute amplifications factors from. At 200 

m there is a homogeneous sand formation across the Netherlands, from which the seismic velocities (500 

m/s) are computed based on the borehole seismic data.  

Dwelling mounds (~900 exist), which were constructed in ancient times to defend against floods 

in the Northern Netherlands, are significant in terms of seismic risk because several populated village 

centres are located on them. To assess the impact of these mounds on ground shaking during earthquakes, 

Kruiver et al. (2022) presents a dynamic site-response analysis to determine the modification of ground 

shaking due to the presence of the mound. A scheme has then been developed to incorporate the dwelling 

mounds into the risk calculations, which included an assessment of whether the soil-structure interaction 

effects for buildings founded on the mounds required modification of the seismic fragility functions. 

Additionally, Groningen is bounded by dikes to protect against the Wadden sea; however, no ground 

motion studies of these structures exist.  

Although the majority of site-response and soil parameter characterization for ground-motion 

studies focus on the Groningen region [e.g. Kruiver et al., 2022; Kruiver, 2017a,b; Ntinalexis et al., 2022; 

Ruigrok et al., 2022, van Ginkel et al., 2019], this phenomenon is arising throughout the country. Gariel et 

al. [1995] quantified ground motion variations based on Green’s functions and spectral ratios of aftershocks 

from the 1992 earthquake in Roermond. They observed a variety in peak ground acceleration attenuation 

over different stations, which could point to a site effect of laterally varying shallow sedimentary deposits. 

[TNO 2016] conducted several studies on the seismic hazard caused by induced earthquakes, including a 

site-response map that identifies three types of soils (stiff, weak, and special study). The weak soil and 

special study soil have assigned amplification factors of 1.5 and 2.0, respectively, while stiff soil is considered 

to have no amplification. This map covers regions in the north and west of the Netherlands.  

 

4.4.4.2 Seismic site-response map for the Netherlands 
Van Ginkel et al. [2022] developed a nation-wide zonation map to predict seismic site response, 

using lithological sequences as proxies (Figure 10). They analyzed earthquake and ambient seismic vibration 
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records at 69 stations of the Groningen borehole network to obtain empirical relationships for 

amplification. They applied earthquake and ambient vibration frequency band-pass filtering in the range of 

1-10 Hz based on shallow subsurface resonance frequencies and earthquake amplitude spectra. From the 

Groningen empirical relationships, they showed that the HVSR approach is a simple way to determine the 

amplification potential for most subsurface conditions in the Netherlands. In a second stage, they 

determined the HVSR curves for an additional 46 surface seismometers throughout the Netherlands and 

calculated the subsequent peak amplitudes. These peak amplitude distributions were related to specific 

lithological profiles and amplification factors. With this knowledge of the amplification potential of 

different lithological sequences, they designed a classification scheme, which was a useful tool to translate 

geological models into five classes and establish a nation-wide site-response zonation map. Most classes 

have an AFNL assigned to which values can be added to input seismic responses that conform to the 

reference seismic bedrock conditions. 

 

 
Figure 10. Seismic site-response zonation map for the Netherlands designed for low-magnitude induced 

earthquakes. Each color represents a class with an amplification factor assigned.  ©KNMI, from van Ginkel 

et al. [2022]. 

 

Class I represents sites with a hard rock setting, which are only found in the southern and eastern 

parts of the Netherlands. These locations are assigned an amplification factor (AF) of 1, indicating no 

amplification. Class II is associated with sites having Pleistocene sediments without strong impedance 
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contrasts in the near surface. Small amplification is expected at these sites. Class III includes sites with 

relatively soft sediments (clays, sandy clays, loess) overlying stiffer sands, resulting in impedance contrasts 

in the near surface. Class IV is mostly related to very soft and unconsolidated Holocene clay and peat 

successions overlying stiffer sands, forming a strong impedance contrast. These sites experience the largest 

amplification, with an AF of 4.5. Class V comprises sites where the bedrock occurs shallower than 100 m, 

which is uncommon in the Netherlands. Insufficient data exists to assign an amplification factor.  

The zonation map is not applicable to regions with strongly deviating lithological sequences, or for 

earthquakes with very strong low-frequency (f < 1.0 Hz) shaking. In this study, site-response is assessed as 

a linear process, since the earthquake magnitudes are too low to generate non-linear site effects. 

 

4.4.5 Compressional wave amplification 
Van Ginkel et al. [2022] presents an interdisciplinary approach that involves detailed geological and 

geophysical analyses to assess the potential for local amplification of compressional-wave (P-wave) in 

shallow, unconsolidated sediment settings. The study empirically and analytically demonstrates that vertical 

ground motion amplification occurs especially at sites with low P-wave velocities. The influence of shallow 

local geology is also observed, with peat-generated gas impacting the P-wave velocities. The study identifies 

P-wave amplifications (up to a factor of 2.7) primarily in the eastern part of the Groningen study area, 

where large industrial facilities are present. The authors conclude that since the amplitude distribution of 

vertical ground motion amplification differs from that of horizontal ground motion amplification, the 

former cannot be treated as an average percentage of the latter for low magnitude earthquakes at shallow 

depth. Unconsolidated sediments with low P-wave velocities can lead to significant P-wave amplification, 

and this should be taken into account when developing predictive ground motion equations. 

 

4.4.6 Liquefaction potential 
Korff et al. [2016] has developed a geological model for liquefaction in the Groningen province, 

utilizing CPT, GeoTOP, and various other sources. The model includes maps that define the extent of 

geological units containing sand, a detailed description of the known properties of the sand within these 

units, and an analysis of the total and relative sand densities. This information allows for the assessment of 

which geological units are most susceptible to liquefaction based on their relative density, and where and 

how deep these potentially susceptible areas occur. 

Green et al. [2019] and Green and Bommer [2018] applied the liquefaction triggering potential to 

the specific conditions of the Groningen field and embedded it into a fully probabilistic assessment of 

liquefaction triggering hazard [Green et al., 2020]. They found that liquefaction is a very minor hazard and 

effectively negligible in contributing to induced seismic risk for the Groningen-specific setting. Their study 

concludes that earthquakes as small as moment magnitude 4.5 can trigger liquefaction in extremely 

susceptible soil deposits, which are typically areas such as mudflats outside dikes, riverbeds, impoundment 

areas, or tailings ponds where building construction is not viable. 
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4.5 Exposed assets 
When conducting any type of risk analysis, it is important to understand which assets are exposed 

to the seismic hazard. These assets can be, for example, residential or industrial buildings, special buildings 

(e.g. schools, hospitals), or critical infrastructure (e.g. bridges, pipelines, energy plants, dams). Each asset 

has its own fragility against seismic loads and its own replacement cost. In theory, individuals are also 

exposed assets, although their vulnerability is dependent on the structure they reside at the time of the 

earthquake. These assets are aggregated at different spatial resolutions depending on the data-availability. 

Notably, the spatial resolution itself can have an impact on the loss estimates [Dabbeek et al., 2021]. 

The state-of-the-art for risk exposure models in Europe was developed within the SERA project 

[Crowley et al., 2020]. Version v0.1 of this model has been integrated within the Global Earthquake Model’s 

global exposure and risk maps [Silva et al., 2020]. All development versions of the European Exposure 

Model are being made available on a GitLab repository 

(https://gitlab.seismo.ethz.ch/efehr/esrm20_exposure1). A literature review of previous attempts at 

creating national, European or global building inventories can be found within Crowley et al. [2020]. The 

SERA model is based on the European FP7 NERA project [Crowley et al., 2012]. SERA updated the 

NERA database with more recent census data and mapping schemes created by local experts. It also 

expanded to include non-residential (commercial and industrial) buildings. The buildings in the exposure 

model are classified according to their seismic performance using a building taxonomy that is based on an 

updated version of an international standard (the GEM Building Taxonomy, Brzev et al., 2013, as updated 

by Silva et al., 2018) that allows buildings to be classified according to a number of structural attributes. 

The main attributes that have been selected for the consistent definition of building classes across Europe 

are as follows:  

• Main construction material (e.g. reinforced concrete, unreinforced masonry, reinforced/confined 

masonry, adobe, steel, timber).  

• Lateral load resisting system (LLRS; e.g. infilled frame, moment frame, wall, dual frame-wall 

system, flat slab/plate or waffle slab, post and beam).  

• Number of stories.  

• Seismic design code level (CDN: pre-code, CDL: low code, CDM: moderate code, CDH: high 

code). 

• Lateral force coefficient used in the seismic design. 

  

Non-residential buildings fall into two broad categories: light industrial buildings (manufacturing, 

mining, quarrying, and construction sectors) and commercial buildings (offices, wholesale and retail trade, 

and hotels and restaurants). The distribution of the non-residential buildings across the most likely building 

classes has also been developed for each country. For the Netherlands, most of the data are updated to the 

year 2017, and include: 4.8 million residential buildings, 0.4 million non-residential buildings, 2.5 trillion 

https://gitlab.seismo.ethz.ch/efehr/esrm20_exposure1
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Euros total replacement cost and 17.8 million population. This exposure model does not include 

information on critical infrastructure, roads, bridges, or dykes. 

 

4.6 Structural fragility and vulnerability 
Any regional risk assessment model assigns to each class of structure in its inventory a specific 

fragility (or vulnerability) curve that estimates the probabilistic distribution of damages (or direct economic 

losses) that this structure is expected to experience when subject to ground motions of different intensity. 

For the damages, modelers use standardized damage-states as labels, with typical cases being “light-

damage”, “significant damage”, “heavy damage”, and “collapse”. The economic losses are measured in 

terms of loss ratio, which is defined as the ratio of cost of repair to cost of replacement. Indirect economic 

losses (such as business interruption or economic disruptions) are more difficult to model and are often 

neglected, even though they can be very important [Sousa et al., 2022; Markhvida & Baker, 2023]. The IMs 

are usually related to the fundamental period of the structure [Silva et al., 2019], for example 5% damped 

pseudospectral accelerations (SA) at 0.3s. 

In recent years, GEM has developed an extensive suite of fragility and vulnerability functions [Martins 

& Silva 2020; Martins et al., 2021; https://github.com/lmartins88/global_fragility_vulnerability] for all the 

building typologies they used in their global seismic risk model [Silva et al., 2020]. Nearly five hundred 

functions were developed to cover the majority of combinations of construction material, height, lateral 

load resisting system and seismic design level. The fragility and vulnerability were derived using nonlinear 

time-history analyses on equivalent single degree-of-freedom oscillators and a large set of ground motion 

records representing several tectonic environments [Martins and Silva, 2020]. 

We should note that most fragility and vulnerability functions were developed for large (tectonic) 

events, at least larger than magnitude 5, and hence they might be biased towards higher loss estimates, 

compared to the short duration and high frequency content of induced motions. In general, these functions 

also ignore damage accumulation effects that might occur when buildings are subjected to a series of 

earthquakes [Papadopoulos et al., 2020].  

Luckily, due to the extensive studies conducted for Groningen, there are several fragility functions 

available for typical Dutch buildings. A few key studies are outlined below. 

Malomo et al. [2021] examined the impact of ground floor openings on the dynamic response of 

typical Dutch URM cavity wall structures. They developed numerical models that were calibrated against a 

shake-table test of a full-scale building specimen, tested up to near-collapse. They found that ­­­the presence 

of large ground floor openings may significantly increase the seismic vulnerability of typical URM Dutch 

terraced houses. 

Korswagen et al. [2022] conducted an experimental testing campaign oriented towards the 

initiation and progression of light damage of replicated clay brick masonry walls. Based on these tests, 

calibrated finite element models were produced to simulate the effect of earthquake ground motion on a 

variety of initial conditions, wall geometry, material properties, and number, type and intensity of 

earthquakes. The results are used to produce fragility curves for these types of walls. The curves show that 

https://github.com/lmartins88/global_fragility_vulnerability%5d
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visible damage, with cracks wider than 0.1 mm, appears, with a 10% exceedance probability, at 13 mm/s 

of peak ground velocity; but, if the masonry had already undergone some light, yet imperceptible damage, 

a PGV of 6 mm/s was sufficient to aggravate it into visible cracks. 

Grant et al. [2021] produced collapse fragility curves for SA (1.5s) for various configurations of 

Dutch unreinforced masonry terraced houses. They used detailed 3D numerical models of the structures, 

running time-history analyses on the finite-element software LS-DYNA. 

Kallioras et al. [2019] performed a numerical study aimed at extending the utility of a shake-table 

test on an unreinforced masonry building prototype for the seismic assessment of terraced houses in the 

Groningen region of the Netherlands. The structure represented the end-unit of a typical Dutch terraced 

building with cavity walls and a flexible timber roof. They also derived fragility curves (Figure 11) for the 

given buildings-type, for PGA, modified Housner intensity, SA at the fundamental period of the building, 

and Arias intensity. For example, the earthquake of 2012 near Huizinge, produced shaking with maximum 

recorded PGA equal to 0.084 g. At these intensities, the fragility curves they derived suggest that for the 

terraced house model the probability for damage exceeding DL1 (i.e., onset of slight structural damage) is 

between 1 and 45%, respectively. Meanwhile, the authors claim that in the aftermath of that earthquake, 

“damage surveys in local buildings revealed no significant damage other than hairline cracks on walls and 

slight damage to plaster”. That said, other claims mention cracks and very limited structural damages. 

Sarhosis et al. [2019] addressed whether small and sometimes invisible plastic deformations prior 

to a major earthquake affect the overall final response if masonry buildings, examining available 

experimental and numerical data reported in the literature. They found that in relatively large acceleration 

levels, residual deformations become evident especially for the in-plane motion. Much fewer residual 

deformations were observed in the case of out-of-plane direction, possibly due to the re-centering ability 

of the slender walls used in the terrace houses in the Groningen gas field. 

Crowley et al. [2019] developed fragility curves for various Dutch building types (URM, RC, steel, 

timber) for slight non-structural, slight structural and moderate structural damage. Fragility functions for 

non-structural damage are PGV-based and have been developed considering the observed damage from 

damage reports (rather than from damage claims). The curves for structural damage have been estimated 

using analytical models and are anchored on more complex IMs. This study does not always provide clear 

numerical results, with the quality of figures also varying to a certain degree. Edwards et al. [2021] seem to 

have employed the same fragility functions for detached and terraced masonry houses and light steel frame 

buildings. 
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Figure 11. Observed fractions of exceedance and fitted fragility curves as a function of: (a) PGA; (b) 

modified Housner Intensity; (c) Sa(T1,5%); and (d) Arias Intensity. Comparison between a single end-unit 

(solid lines) and a terraced house (dashed lines). Figure from Kallioras et al. [2019]. 

 

Crowley et al. [2017] describe experimental and analytical activities that were carried out to develop 

fatality and consequence models for the estimation of ‘Inside Local Personal Risk’ (ILPR) of buildings 

within the Groningen field. To estimate the collapse potential of buildings in Groningen, structural 

numerical models are subjected to increased levels of ground shaking to estimate the probability of collapse, 

and the associated consequences are estimated from the observed collapse mechanisms, in particular 

translating the area of debris into a probability of loss of life inside the building. Following a number of 

crude assumptions, the ratio of the area of debris to floor area gives an estimation of the probability of an 

occupant being trapped/hit by debris. This study only provides qualitative estimates and not usable 

consequence functions. More information can be found in Crowley & Pinho [2020]. 

Finally, a recent study by Tasiopoulou et al., [2019] concluded that for all scenarios under 

consideration, the Groningen levee/dykes crest settlements remain well below the allowable limits. As far 

as pipelines are concerned, Kruse & Hölscher (2010) found that the seismic risk to pipelines in the northern 

part of the country is small (lower than 1 damage per 1000km of pipeline). 
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4.7 Computational methods 
In this section we will describe how regional probabilistic seismic risk assessment studies are 

performed using a stochastic Monte Carlo based approach [Barbat et al., 1996; Cramer et al., 1996; Crowley 

and Bommer, 2006]. In case of scenario-based (deterministic) analyses, the stochastic catalog described 

below is of course a lot simpler and includes only a handful of earthquakes, which in any case are usually 

processed separately, rendering the book-keeping process described below trivial. 

It is customary to simulate many realizations (e.g. 10000) of next year’s mainshock seismicity 

employing a memoryless Poissonian recurrence model under a Monte Carlo approach. The collection of 

simulated realizations of future seismicity years is often loosely called a stochastic catalog. Each event in 

the stochastic catalog is described by the geometry of the rupture, its focal mechanism, its magnitude, and 

by its time of occurrence within the simulated year [Cramer et al., 1996]. Then, for each simulated rupture 

one generates many random fields of ground motion intensity measures (IMs) that are relevant to the 

prediction of response [Kohrangi et al., 2016] and, therefore, of the damage that may be experienced by the 

structures exposed to the earthquake threat [Crowley and Bommer, 2006]. The random fields are then used 

as input to the fragility model to estimate the damage severity that any given structure may suffer when 

subject to the level of IM as predicted by the given random field at the structure’s location for the given 

rupture. Next, for each rupture and IM random field, the loss for the entire affected portfolio of structures 

is estimated by simply summing the losses predicted for each structure (given its damage state and value) 

in the footprint of the random field. This procedure is repeated for all random fields of each simulated 

rupture. Finally, the rate of exceeding any portfolio loss is empirically found by keeping track of the number 

of exceedances occurring over all the simulated realizations. This general approach to estimate earthquake 

risk to portfolios of structures at a regional level still holds for the case of induced seismicity but, given to 

the peculiarities of the phenomenon, some modifications may be appropriate, especially in order to ensure 

that the traditional Poissonian recurrence models are valid (Gupta and Baker 2019; Grigoratos et al. 2021]. 

This approach also allows for implementation of spatial correlation between ground shaking at multiple 

sites from the same earthquake [Jayaram and Baker, 2009], due to common source and wave traveling paths 

and to similar distance to fault asperities. Incorporating this spatial correlations improves the reliability of 

the risk estimates when dealing with spatially distributed structural portfolios [Park et al., 2007]. It is 

common practice to assume statistical independence between losses experienced by structures of the same 

class located at different sites, but perfect correlation when they are located at the same site (functional 

dependence, however, is assured by the utilization of the same vulnerability curve). An imperfect positive 

statistical correlation is to be expected between losses of different structures belonging to the same class. 

This is because of all the unknowns that are not captured by the knowledge of the building code, structural 

material, lateral load resisting systems and height, which are the only criteria used to parse structures into 

classes for regional risk assessment studies. In plain words, all the structures of the same class may 

systematically respond either worse or better than what the vulnerability curve for that class predicts.  

However, data to quantify such a positive correlation do not exist. A discussion on the effects of correlation 
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on the rate of exceedance of portfolio losses can be found, for example, in Sousa et al. [2018] and in You 

et al [2022]. 

Several open-source software packages of varying complexity exist to perform such analyses, with 

a commonly used one being the OpenQuake engine (Pagani et al., 2014; Silva et al., 2014), developed by 

the Global Earthquake Model (GEM; http://www.globalquakemodel.org). 

  

http://www.globalquakemodel.org/
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5 Current Dutch Seismic Risk Protocol for small gas fields 
In the Netherlands, seismicity in the (previously quiescent) northeast region is dominated by induced 

earthquakes caused by gas extraction (sections 2.1.1 & 2.1.2).  The risks and hazards posed by these 

earthquakes have created a need for a systematic assessment of all onshore gas-fields, as required by Dutch 

law [Muntendam-Bos et al., 2015].  At a high-level, this risk assessment guideline is currently separated into 

three steps (Figure 12):  

1) a prescreening of the likelihood of seismicity and of the maximum magnitude (using simple empirical 

relations and field-data) 

2) a prescreening of the hazards/impacts using a qualitative risk-matrix approach 

3) a detailed quantitative risk analysis resulting from a special research study 

 

The steps progress sequentially, where escalation to the next step only occurs if the current step assesses a 

significant amount of concern. The highest step required for a field, defines its Category, with the 

exceptional case where a Step 3 (detailed) analysis reclassifies a Category III field (from Step 2) down to 

Category II. Monitoring requirements also escalate alongside the assigned category level.   

• Category I requires only KNMI’s established nation-wide monitoring network 

• Category II requires supplemental monitoring down to completeness of ML 1.5 in the vicinity of 

the gas field (including accelerometers), and a generic (loosely defined) risk management plan 

(proposed measures if certain magnitudes are exceeded). 

• Category III requires a detailed site-specific research study on the seismic risk, further monitoring 

down to completeness of ML 0.5 (including accelerometers), vibration-monitoring for residencies, 

and a detailed risk management plan (proposed mitigation actions if certain risk-thresholds are 

exceeded).  To date, Groningen is the only gas field assigned to Category III.  

 

The calculations for all the needed steps and the potential risk management plans are prepared by the 

operator who is submitting a request for a permit (based on a specified extraction plan) to the regulator, i.e. 

the Ministry of Economic Affairs and Climate Policy. Next, the regulator receives advice from local 

stakeholders, SodM (for safety matters), TNO (for technical matters), and the Technical Commission for 

ground motion (Tcbb). Finally, the Ministry of Economic Affairs and Climate Policy asks the advice of the 

Mining Council (Mijnraad), who incorporates all previous advice the Ministry has received. We should 

highlight that the regulators might not always be able to fully verify all the parameters adopted by the 

operator. A certain level of trust is required, especially when it comes to the calculation of the maximum 

possible magnitudes. If the operator wants to make modifications to the extraction plan, either a formal 

update to an existing permit or a new permit must be issued. 
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Figure 12. The three steps of the seismic risk analysis for small gas fields in the Netherlands [from 
Muntendam-Bos et al., 2015; SodM, 2016]. The three categories (I, II, III) are defined above in the text.  
 

5.1 Step 1: Screening potential 
The first step in the Dutch assessment of risks related to induced seismicity from production at small 

gas fields is to assess the likelihood of events occurring at a given gas field and the maximum potential 

magnitude [Muntendam-Bos et al., 2015; SodM, 2016].   

The assessment of the likelihood of and induced event occurring in the Netherlands has been labelled 

the Deterministic Hazard Analysis for Induced Seismicity (DHAIS) [TNO, 2021].  The nature of assessing 

(or pre-screening for) the susceptibility of future events is necessarily uncertain, which precludes the use of 

most traditional hazard assessment tools.  The Dutch DHAIS has followed a Bayesian approach using the 

‘Rule of Succession’, in which measurable proxy parameters are used to estimate the likelihood of an 

induced event occurring [van Eijs et al., 2006].  The original input parameters into this method were 

pressure drop, fault density, and reservoir-seal stiffness ratio – these parameters were included both because 

of their theoretical expectation of importance and observed statistical discriminatory power.  This method 

used Boolean data (yes/no of earthquakes occurring) to solve a binary classification problem, in which 

critical values of key parameters were calibrated based on the input data.  This model then binned the 

likelihood of earthquakes into 4 classes, dependent on their values of fault density and stiffness contrast 

(between the seal and the reservoir rock) with respect to critical values. This approach also excludes cases 

which are not expected to have significant pressure drops.  This simplistic approach inputs temporally 

biased data (e.g., in some gas fields induced seismicity may not have yet occurred but will later after sufficient 

pressure drop). Thus, there is a need to periodically update the critical parameters in the approach.  The 

DHAIS has undergone periodic updates and revisions, as new information has become available [TNO, 
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2012; 2021].  For example, the pressure drop parameter was updated to a pressure drop ratio (divided by 

the initial pressure observation) in 2012.  The 2021 update modified the critical values of the key parameters 

based on an assessment that partially accounted for the spatiotemporal variations in detection thresholds 

and was calibrated on recent seismicity data [TNO, 2021], without any methodological changes. No 

uncertainties have been considered during the classification analysis. The most complete description of the 

DHAIS is found in a recent report from TNO [2021]. We note that issues with the reproducibility of the 

2006 and 2012 results have been documented by Tutuarima (2020). Most critically, almost no work has 

quantified the performance or predictive power of the DHAIS.  This makes it impossible to assess the 

validity of the model and the underlying assumptions.  Our later recommendations (section 6.1) will centre 

on this critique. 

The maximum possible magnitude is assessed for each field via two methods: the first considers tectonic 

limits based on the dimensions of the fault and the second considers a relationship between the radiated 

seismic moment and reservoir volume change from extraction-induced compaction [SodM, 2016].  The 

first method uses a simple scaling relationship between seismic moment (Mo) and fault geometry [Stein & 

Wysession, 2009]. 

 

Here, the stress drop ∆σ (assumed 5 MPa), fault height w, and length L contribute to the released moment.  

For determining magnitude estimates, the largest fault surface that is in contact with the reservoir is used 

to estimate the largest possible magnitude.  In the second approach, an energy balance is considered 

[Kostrov, 1974]. 

𝑀𝑜 ≈
4𝐺

3
𝛼|∆𝑉(𝑡)| 

Where G is the shear modulus, α is the seismic partition coefficient, and |∆V(t)| is the (absolute) volume 

change of the reservoir driven by extraction-related compaction. This volume change can be estimated with 

a number of modelling approaches. The seismic partition coefficient plays a significant role in changing 

the.  Step 1 considers a value of 1/100 for α, which is likely a conservative estimate considering the value 

observed (5/10,000) for Groningen [Bourne et al., 2014].  Both methods convert the seismic moment 

release into magnitude, via a scaling relationship [Hanks & Kanamori, 1979]. 

Based on these assessed probabilities and maximum magnitudes, screening criteria for Step 1 have been 

defined [SodM, 2016].  If the gas field is determined to have a low maximum magnitude (<ML 2.5) and low 

probability of encountering induced seismicity (Figure 12), then no further action is required.  At this step, 

the current regional monitoring from KNMI will suffice.  If either of the magnitude/probability screening 

criteria are exceeded, then evaluation escalates to Step 2.  Additionally, if monitoring determines that a field 

has (already) encountered induced seismicity, then it is automatically assigned to Step 2. 
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Figure 13. DHAIS-based screening of induced seismicity.  Cases with low changes in pressure ratio (dP/Pini) 

or those with low fault density (B) and relative stiffness (E) parameters are considered to have a negligible 

probability of inducing earthquakes. Figure from TNO [2021]. 

 

5.2 Step 2: Risk Matrix 
Various so-called subsurface factors determine whether an induced earthquake could cause strong ground 

motion, and other so-called surface factors determine the severity of the potential motions (Figure 14). The 

scores of the individual factors are added and normalized to determine an overall score for both the 

subsurface and surface factors. In the end, a qualitative risk matrix is constructed, to identify the field’s risk 

category; the combined points for the subsurface and surface factors are indicated with dots in the risk 

matrix graph (Figure 15). The risk classification (in three categories) is derived from the location of the dot 

in the matrix graph. There is no general interpretation of the risks per risk category [SodM 2016]. 

As we will later articulate in section 6.2, this risk matrix approach is overly simplistic, neglects a lot of 

readily available data and is not quantitative enough. As a result, it does not adequately model the impacts 

listed in Figure 14. Recent national and European projects have provided plenty of databases and models 

that can be employed to avoid a lot of the adopted qualitative proxies. Explicitly accounting for the entire 

population and built environment, and for the fragility of each structural typology is both desirable and 

feasible nowadays. Determining a probabilistic magnitude range for the earthquake sources would also be 

a step forward. 

 

 
Figure 14. Schematic representation of the causes and effects of induced earthquakes and the various 
influencing factors [from SodM 2016]. 
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Figure 15. Normalised risk matrix visualisation into risk categories. The black lines depict the normalised 
risks. The categories are simply defined as 1/3 and 2/3 of the normalised risk [from SodM 2016]. 

 

5.2.1 Subsurface factors 
The subsurface factors are proxies for the seismicity rate, the maximum expected magnitude, and the site-

response. They are: 

• The probability of induced earthquakes: it is determined based on the DHAIS analysis (see section 

5.1).  

• The strongest possible earthquake that should realistically be taken into account: The two values 

are calculated in Step 1. 

• The location of the field: in the north of the Netherlands (including the Noord-Holland region), 

there is a thick layer of Zechstein salt which often forms a sealing layer over the gas fields there. 

Salt becomes fluid at a depth of about 3km and will flow to relax the stresses in the salt. This results 

in additional stresses just above and below the thick layer of salt (Orlic & Wassing 2012). Since the 

gas production activities started, there have been no induced earthquakes in any fields south of the 

Amsterdam-Arnhem line, south of which the Zechstein salt deposits are absent.  

• The local site-response, based on the distribution of shallow soil types (a map has been provided) 

and the associated seismic wave amplification. 

 

The number of points (Table 1) associated with the classification of the four factors are summed and 

normalised to the maximum number of points that can be obtained for all subsurface factors (equal to 14). 
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Table 1. Classification of the subsurface factors and the corresponding point system [from SoDM 2016]. 

 
 

Here, our review is focused on the Amsterdam-Arnhem line and the local site-response function, given 

that the DHAIS has been already addressed in section 5.1 (and 6.1).  As a general note, this point-system 

has an implicit weighting scheme attached to it (Table 1). We believe the implicit weights assigned to “the 

probability of induced earthquakes” and to the “maximum magnitude” should be higher in relative terms. 

In any case, in section 6.2, we propose a new more probabilistic way of estimating the size of the expected 

induced earthquake in each field, that replaces these two aforementioned factors. 

Given the overall low levels of seismicity and spatially varying levels of station-density for the 

monitoring network, it is hard to conclude whether the salt deposits are the true cause for the lack of 

detected earthquakes. Although a physical explanation for this phenomenon has been provided (Orlic & 

Wassing, 2012), we encourage revisiting this assumption once the monitoring network becomes more 

regularly spaced.  

The following points are of main concern, as far as the site-response is approximated: 

- the term “seismic wave amplification” is a bit confusing here; it is the site response that needs to 

be classified.  

- using the term ‘amplification factor’ is misleading in this context. Based on the percentages, a 

weighting factor is determined for the risk matrix calculations. The numbers assigned to each 

seismic wave amplification category are not computed amplification factors.   

- it is unclear how the percentages of the soil types and the thickness of the peat are determined to 

be susceptible soil.   

- it is unclear where the numbers for Vs30 are based on.  

 

Ideally, earthquake signals are needed to accurately estimate the earthquake amplification factor in 

shallow sediments. However, in the absence of earthquake records, alternative methods have been 

developed to estimate the amplification factor at locations with a soft sedimentary top layer.  The SERA 
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project [Weatherill, 2023] has defined a list of mandatory indicators, including fundamental resonance 

frequency (f0), S-wave velocity profile (Vs(z)), Vs30, depth of seismological and engineering bedrock, 

surface geology, and soil class, for a reliable site characterization.  

Extensive site-response assessments, as part of the ground-motion models for the Groningen field, 

have shown the need for a high level of detail due to the heterogeneity and very soft composition of the 

shallow subsurface. Groningen has a rich database, and analysis of passive seismic records using the HVSR 

methodology provides the first indication of sites with the potential for earthquake wave amplification. The 

availability of a high-resolution subsurface model, GeoTOP, allows for the linking of seismic wave 

amplification to the lithology of the top 50 m, forming the basis for the seismic site-response zonation map 

for the Netherlands [van Ginkel et al., 2022a; section 4.4.4.2]. The AF factors assigned to each class can be 

used as input for seismic hazard and risk analysis for induced earthquakes. However, the heterogeneous 

character of the shallow Dutch subsurface results in uncertainties, even though the shallow subsurface is 

well-documented compared to other countries.    

A summarized comparison of the input for the workflow for the creation of the ESRM20 and the 

site-response zonation map for the Netherlands is shown in Table 2.  The induced seismicity potential 

related to gas production in the Netherlands generates overall low-magnitude and shallow earthquakes. The 

European projects like SERA mainly assume tectonic strong motion (M>4) earthquakes. The workflow 

from SERA and the list of site characterization indicators is a great example to follow. However, for seismic 

hazard and risk analysis for small gas field in the Netherlands, the approached tailored to shallow and low-

magnitude events and the site-response map by van Ginkel et al. [2022a] would be of preference to use for 

building response analysis. Here, not only the Vs30 is used as proxy, but also the f0, empirical earthquake 

AFs, impedance contrast and lithological sequence.  The site-response assessment for the Netherlands 

clearly indicates the need for adopting alternate site classification schemes than Vs30 only, as discussed in 

literature and in SERA.  

Therefore, the site-response map presents a zonation for interpretation at the province, 

municipality, and district levels, and if there are no other models available the map can be used for 

assessment of individual building responses to an earthquake, since the generalized amplification models 

(e.g. SERA) are of lower resolution. 

 
Table 2. overview of the input parameters for the SERA workflow and from the site-response zonation 
map of van Ginkel et al. [2022a]. 

Input 
parameter 

SERA/ESRM20 van Ginkel et al., 2022 

Grid cell scale 30 arc-second (~1 km) 100 m / 250m 

Geological data  Pan-European Stratigraphic map. For NL, 
only subdivision in Holocene and Pleistocene 

3D digital geological models: GeoTOP (cell 
size =100*100*0.5m), NL3D (cell size = 
250*250*1 m). In GeoTOP, the Holocene is 
subdivided into 25 formations 

lithologies Simplified lithologies and codes for the 
European lithological map (NL mainly 
classified as SAGR: sand and gravels, few clay) 

Six lithology classes: peat, clay, clayey sand & 
sandy clay, fine sand, medium sand, coarse 
sand and gravel.  
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Vs30 Vs30 linked to each simplified lithology. Input 
from Noorlandt et al. [2018] 

No direct use of Vs30, for NL considered not 
descriptive enough to use as proxy. 

Amplification 
factors 

Computed based on all parameters Empirically determined from local 
earthquakes. 

Reference 
velocity 

800 m/s 500 m/s (in NL ~ 200 m depth). At 200 m 
depth and directly below, the subsurface 
conditions are laterally relatively 
homogeneous; deeper this is not the case 

HVSR 
resonance 
frequency f0 

Not used Measured at 115 sites 

Additional 
comments 

Site to-site ground motion residuals (𝛿S2SS), 
based on strong motion data from Southern 
Europe (France, Italy, Switzerland, Turkey, 
Romania, Greece) 

Amplification classes based on f0, the strong 
contrast between the Holocene clays/peat and 
Pleistocene sands.  

   

5.2.3 Surface factors 

The surface factors are proxies for the number of exposed assets, their type and their significance. They 

are: 

• population density: the number of inhabitants per km2 

• industrial plants: presence of one or more industrial facilities 

• special buildings and infrastructure: presence of schools, hospitals, care institutions, energy plants 

and public buildings  

• dikes: presence of primary and/or secondary dikes 

 

To determine the consequences of the influencing factors listed above, the number of points (Table 3) 

resulting from the classification of the five factors are summed and normalised to the maximum number 

of points that can be obtained for all surface factors (equal to 16). 

 
Table 3. Classification of the surface factors [from SodM 2016]. 

 



   

 

 62  

 

A 5km buffer zone is applied from the edge of the field, “because earthquakes at boundary faults may 

still cause significant ground vibrations within this distance”. We consider this 5km value to be quite small, 

given that maximum magnitudes above 4 have been estimated for several small fields. Distances at least up 

to 25km would seem quite reasonable to include, given the shallow nature of these potential rupture zones, 

the fragility of the buildings and the potential for soft soil-conditions. Attenuation functions from ground-

motions at the Groningen gas-field or from other shallow induced earthquakes could be used to inform 

this parameter. 

The adopted point-system has an implicit weighting scheme attached to it (Table 3). We believe the 

relative weights assigned to “population density” should be higher, given that 75% of the implicit weights 

are assigned to special structures. Most of the issues in Groningen originated from the population cohort 

and not from the other three factors. The fragility of the houses should also be a critical factor. 

Overall, although the surface factors seem straightforward, they are qualitative proxies of easily quantifiable 

vulnerabilities. There are spatially gridded datasets of the entire population and built environment that are 

available for the country, paired with corresponding fragility functions for each building typology (section 

4.5 & 4.6). Ground-motion models from Groningen or other induced seismicity sequences in stable 

continental regions (section 4.3) can also be directly adopted or adapted to compute the input needed for 

the fragility functions. Based on the expected structural damages, one can empirically estimate probabilities 

for the loss of life. The computational framework for such an analysis is described in section 4.7. The only 

missing piece are the scenario magnitudes which are introduced in section 6.2. 

 

5.3 Step 3: Quantitative Risk Analysis 
The methodology for the detailed quantitative seismic risk analysis (in terms of individual and societal 

risks) has been only applied to the Groningen gas field. According to the current protocol, the seismic risk 

of any other fields that fall under Category III will have to be quantified in a similar way. The current report 

does not address this Step, since it is supposed to be done on an ad-hoc basis by a special research study. 
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6 Recommendations 
In this chapter, we propose changes to the existing protocol, based on the critical review conducted in 

section 5. The overall design of the protocol (3 steps, 3 risk-categories, Figure 12), as well as the monitoring 

requirements, remain the same. We recommend refinement of Step 1 (section 6.1), and replacement of Step 

2 (section 6.2). Step 3 was not under review in this report. Furthermore, we recommend a more specific 

and data-driven risk management plan under Category II (section 6.3). The improvements proposed for 

Step 1 are methodological, rather than conceptual, while the new version of Step 2 is much more 

quantitative and in line with the latest regulatory framework. That said, practical considerations were made 

to render Step 2 easily enforceable by practitioners without specialized scientific or computational 

background.  

Notably, our recommendations assume that any generated seismicity is only linked to gas-extraction and 

that there are no injection-wells (aiming at stabilizing the reservoir-pressure) in the producing field. Gas-

producing fields where fluid injection does occur are outside the scope of our assignment and need to be 

governed by a different set of guidelines, especially when it comes to their seismic and aseismic potential, 

their favorable stress field, the estimation of the maximum magnitude, and the spatial extent of the 

seismicity. In that sense, the presence of fluid injection would demand substantial changes to section 6.1 

and perhaps minimal changes to section 6.2. 

 

6.1 Refinement of Step 1 
For Step 1 (screening potential), we recommend a refinement of the current approach.  We come to this 

recommendation based on our review of the literature and the current protocol.  Currently, Step 1 is 

conceptually in line with the intended goals, although some of the implementation details could be 

improved.  Here, we will outline our Step 1 refinement proposal alongside our justifications for this 

recommendation. 

The intention of Step 1 is to provide a simplified pre-screening of possible hazards/risks assessment, at 

an early stage when data availability will (likely) be limited.  Because of this limitation, simplifications (like 

using a risk matrix) are necessary.  While not explicitly stated, Step 1 implicitly takes a risk-matrix-like 

approach: the DHAIS provides an estimate of the likelihood of earthquake occurrence and the maximum 

magnitude estimates provide a proxy for the severity of hazard/risk.  A combination of these two variables 

is used to decide if the hazards/risks potential are worrisome enough to require a more serious hazard/risk 

quantification (i.e., Step 2).  Of these two risk matrix components (likelihood and severity), our refinement 

recommendations focus on better constraining the likelihood. 

The refinement recommendation is directed toward estimating the likelihood of hazard/risk (i.e., the 

DHAIS). The DHAIS acronym is a misnomer: it isn’t deterministic, and it doesn’t compute hazard.  The 

current DHAIS uses a Naïve Bayes approach to solve a binary classification problem [van Eijs et al., 2006]: 

there are gas fields that (yes/no) caused earthquakes and each of these gas fields have some underlying 

factors (e.g., dP/Pini B, & E) that can influence the susceptibility to induced earthquakes.  In this type of 

problem, we would like to use these (yes/no) training examples to fit some likelihood function (L-fxn) that 
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estimates susceptibility using the underlying factors as inputs.  Susceptibility has been defined as a term to 

denote this type of likelihood, which is precursory to hazard estimates.  In Step 1, the DHAIS is one 

example of how the L-fxn can be determined.  Since the DHAIS was first developed, the literature around 

machine learning for solving binary classification problems has grown substantially (Figure 16).  This 

provides an opportunity for DHAIS improvement using insights derived from these new tools, concepts, 

and study results.  For example, there are other case studies that have also solved binary classification 

problems to estimate the susceptibility of induced seismicity [e.g. Pawley et al., 2018; Amini et al., 2021; 

Wang et al., 2022].  In fact, expert panels have recommended this susceptibility analysis as an important 

regulatory tool [SHFRP, 2019].  Based on this, we suggest that the DHAIS could be refined in three ways: 

by better quantifying model performance, testing alternative models for fitting L-fxns, and reconsidering 

the input assumptions (with uncertainties).  We discuss each of these inter-related refinement points in 

detail below. 

 

   

Figure 16.  Hierarchy of machine learning techniques.  Simpler techniques are lower, more complex 
models are higher.  Naïve Bayes (used in the DHAIS) is a fundamental machine learning technique.  Figure 
by A. Mignan [2022]. 

 
The first (likelihood) refinement to be made is in better quantifying model performance.  In regression 

problems, metrics like goodness-of-fit (e.g., R2) are used to quantify the performance of the model.  

Similarly, in binary classification problems, performance metrics like accuracy, recall, precision, ROC, AUC, 



   

 

 65  

 

F1-score are used for a variety of comparison purposes [James et al., 2013].  In general, these metrics 

consider the minimization (and balancing) of false-negatives and false-positives cases.  We emphasize that 

for Step 1, there is an imbalance between these two error types: a false-positive can only escalate a gas field 

from Step 1 to Step 2, while a false-negative means real seismicity eluded pre-screening.  Performance 

metrics should be skewed to account for this imbalance.  Likely, approaches like k-fold cross validation or 

AIC/BIC scores will be needed in this case, as there is limited data [James et al., 2013].  Within the literature 

on DHAIS, almost no effort has been placed on quantifying model performance.  These sorts of metrics 

are crucial for understanding if a model is providing useful information and for judging if an alternative 

model provides better resolving power. 

The second (likelihood) refinement to be made is in considering alternative models for fitting L-fxns.  

Since the DHAIS was first implemented [van Eijs et al., 2006], there has been significant algorithm 

development in solving binary classification problems.  Likely, there will be alternative models that 

outperform the DHAIS – even given the same input and training data.  Studies should explore alternative 

models, using performance metrics to both assess validity and quantify improvements.   

The last refinement to be made to the DHAIS is to better question the assumptions around the inputs.  

For the classification data (yes/no for earthquakes at a gas field), this data will depend on the magnitude-

of-completeness (Mc) which is spatially heterogenous in the northern Netherlands. When comparing the 

station-density and irregular configuration of the Dutch network (outside of Groningen) with other global 

networks, there is a case to be made that the current consensus estimates for the Mc (Fig. 3-1 in TNO 2021) 

are very optimistic and may be revised lower in the future, affecting the classification results by up to 58% 

(Tutuarima 2020). For similar reasons, the epicentral uncertainty behind the earthquake solutions might be 

much larger than currently foreseen (3km), something that should be also taken into account in an explicit 

way. Furthermore, the classification data is biased temporally, in the sense that events above the M c will 

only be recorded after sufficient reservoir changes have occurred.  Estimation of susceptibility should 

explicitly consider these spatiotemporal biasing effects – either within the model construction or in the data 

handling.  Additionally, the input underlying factors (e.g., dP/P ini B, & E) should also consider the 

uncertainty of these parameters, given that this uncertainty may have very significant effects on the results 

[Tutuarima, 2020].  Last, the machine learning concept of data exploration should be considered for input 

features – where gains of L-fxn predictive power are assessed for all available inputs (and combinations).  

The original DHAIS suggested three parameters were sufficient: however, other inputs such as extraction 

rates, rock heterogeneities, reservoir geometry/dimensions, in situ stress field, and stress ratios [Oumejjoud, 

2023].  These old assumptions around inputs could be corroborated or refuted using new machine learning 

concepts and performance metrics. 

Here, we have provided refinement suggestions for Step 1, largely focusing on applying new machine 

learning concepts and more input variables on the DHAIS. Machine learning competitions (e.g., Kaggle) 

could be used as a platform to encourage this exploration. 
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6.2 Replacement of Step 2 
We propose a replacement of DHAIS as a reference point for the likelihood and size of the expected 

seismicity in a field. We do not believe it captures well the nonlinear relationship between magnitude size 

and likelihood of occurrence. It also does not increase the modelled risks as the observed magnitudes (above 

Mc) in a field increase, but yet not exceed the modelled Mmax values. We also recommend a replacement of 

the risk-matrix approach by a much more quantitative seismic risk framework. 

 

6.2.1 Seismic source 

Given that in most cases the operator submits a permit-request with little to no seismicity data available 

at the site, a detailed seismic source model cannot be derived. To be pragmatic, we aim to capture in a 

probabilistic way the next critical earthquake that might be triggered due to gas-extraction in a given field.  

To that end, we first define a range of possible magnitudes; M1 is the lower bound, M2 is the upper 

bound. Ideally, these magnitudes should have the same magnitude scale as the one used by the GMM and 

in the derivation of the fragility curves. For the lower bound, M1 is defined as the largest observed 

magnitude thus far. To be on the conservative side, if no magnitudes above Mc have been recorded around 

the field, then M1 is set equal to Mc. When associating events to fields, one should take into account the 

epicentral uncertainties (across time) plus a buffer distance (e.g. 10 km) that implies that the stress-state 

within that zone is similar. For the upper bound, M2 is defined as the largest of the two estimates for the 

maximum possible event from Step 1 (section 5.1). In that way, we bound the magnitude of the next critical 

earthquake somewhere between the largest recorded event and the largest possible event.  Obviously, under 

this framework, underestimating the true Mc across time can lead to underestimation of the modelled 

scenario magnitude. The upper truncation bound M2 could even be informed by a distribution of Mmax 

values, like the workflow used for Groningen [NAM, 2022], although this would add complexity to the 

calculations. 

Notably, if the measurement uncertainty behind the computed magnitude solutions is non-negligible 

(e.g. above 0.1 magnitude units), then it must be taken into account by conservatively adjusting Mc and M1 

(towards larger values). Next, assuming a binning of 0.1 for the range of magnitudes, one can calculate for 

any field the risk metrics of choice (section 6.2.6) for every binned magnitude value. Each rupture is 

assumed to be centered in the middle of the field, at the depth of the reservoir with a focal mechanism 

compatible with the local stress field and mapped faults. Notably, depending on the risk metric targeted by 

the analysis, there is a minimum magnitude (Mmin), below which there is no engineering interest [Bommer 

& Crowley 2017]. In other words, the rupture is too short (in duration) or limited in frequency-content to 

cause any damages to structures. Therefore, in practice, M1 cannot be lower than Mmin, when performing 

the risk calculations. Note that for each field, there might be more than one value for Mmin, depending on 

the risk metric analyzed. For MMI calculations, for example, this Mmin value is very low and likely below 

Mc. The issue of Mmin is further discussed in section 6.2.5. 

Now, we should clarify that these discrete magnitudes within the range do not exhibit the same 

likelihood of occurrence. The likelihood that the scenario earthquake will have a given size decreases with 
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magnitude. This is captured by a normalized Gutenberg-Richter magnitude-frequency distribution (GR-

MFD), doubly truncated between a magnitude interval defined by M1 and M2. The probabilistic treatment 

is applied to the risk outputs after the fact and not at the seismic source level. This post-processing 

probabilistic scheme is described in section 6.2.8. 

 

6.2.2 Ground motions  
Section 4.3 has some important information about the available GMMs for the country. Here, we 

build upon that discussion. Bommer et al. [2022b], who developed the latest GMM for Groningen, clarified 

that “the model cannot be applied outside the boundary of the (Groningen) gas field plus a 5 km buffer 

onshore”. That said, this statement did not take into account the available alternatives for the rest of the 

country, which are derived using either tectonic or geothermal-related datasets from other European 

countries (mostly from France, Switzerland and Germany) of different magnitude scale, focal depth, 

triggering mechanism and mirror a wide range of dissimilar subsurface geology. The level of scrutiny we 

apply to any available model has to be proportional to the valid available alternatives.  

When it comes to shallow gas-extraction earthquakes, we believe that the Groningen GMM 

[Bommer et al., 2022ab] remains a great starting point for a nation-wide model for the Netherlands. The 

model is calibrated on the right magnitude scale, magnitude range, nucleation process, focal depth, tectonic 

conditions, and has been developed using state-of-the-art methods following extensive peer-review 

protocols. We agree that the subsurface geology does differ in the rest of the country, affecting path-effects 

(especially near-field), and that the amplification factors in the rest of the country might differ. However, 

the latter point is addressed in section 4.4 and 6.2.3, while the path-effects of other GMMs developed in 

totally different tectonic environments, under different triggering conditions and focal depths, will likely be 

even more inappropriate. Furthermore, the Groningen GMM can be applied following a backbone 

approach (see section 4.3) with the median being scaled by expert judgement to account for path-effects. 

In reality, the biggest obstacle in using a derivative of this GMM in the rest of the country is its very high 

computational complexity and the fact that it is not available in an open-source software engine (e.g. 

OpenQuake). Thankfully, the strong-motion database (and all its metadata) behind the derivation of this 

GMM is publicly available and peer-reviewed [Ntinalexis et al. 2022)] Therefore, we would encourage using 

this database to re-calibrate an existing European stable-continental GMM (with a typical function form 

that is much less complex than in v7) following the procedure adopted by Zalachoris & Rathje [2017]. 

Further research into the scaling needed to capture the near-field path-effects in the rest of the country 

would be beneficial.  

 

6.2.3 Site-response analysis 

Using a uniform approach for site-response assessment (as is currently done) is not advisable as it may 

not account for the diverse conditions found in different locations. Groningen is a good example. The site 

response empirically determined in Groningen exhibits significant spatial variation due to the 

heterogeneous characteristics of the shallow subsurface. This heterogeneity is prevalent in various regions 
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across the Netherlands, particularly in areas with unconsolidated Holocene infill. Therefore, using only 

Vs30 values is not a sufficient proxy (chapter 4.4). As a result, the following steps are recommended to be 

included in the protocol regarding site-response estimation and its amplification factors: 

 

• No new available data: 

When no new data (seismic measurements, updated geological model) are available, we recommend using 

the default amplification factors (on 100m grid cell scale) from the site-response zonation map from van 

Ginkel et al [2022a] (https://dataplatform.knmi.nl/dataset/seismic-site-response-zonation-map-1-0). See 

section 4.4.4.2 and 5.2.1 for a detailed description of this map and for a discussion on why it is the current 

state-of-the-art for the country. 

 

• New available data: 

When additional field measurements, such as the fundamental resonance frequency (with HVSR from 

seismic measurements, either from the existing KNMI seismic network, or new measurements), or seismic 

cone penetration tests (SCPT) for Vs30, lithostratigraphy and impedance contrast presence, are available, they 

can be incorporated in the framework of Ginkel et al [2022a] to obtain a more site-specific calibration for 

the amplification class. 

The flowchart of Figure 17 is designed to define a sediment profile class based on the subsurface 

composition. Due to the presence of the digital geological model GeoTOP, one can define in quite high 

resolution the shallow soil composition. We recommend estimating not only the presence of the ‘weak 

soils’, but also the impedance contrast between the Holocene top sediments and the Pleistocene sands. 

Additionally, the uncertainties in the actual GeoTOP lithostratigraphic profile can be minimized by on-site 

SCPT recordings and borehole logging. Based on the sediment profile class (II-IV), one can assign an 

amplification factor, including the range of uncertainties, that are empirically derived in van Ginkel [2022a] 

(Table 4). 
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Figure 17. Workflow to assign the appropriate sediment class into an amplification class of the seismic site 

response zonation map by van Ginkel et al. [2022a]. 

 

Table 4. Amplification factors (AF) and uncertainties for the sediment profile classes by van Ginkel et al. 

[2022a]. 

Class AF Sigma 

I 1.00 - 

II 1.94 0.30 

III 2.4 0.28 

IV 3.03 0.34 

V NA NA 

 
We should note that the amplification factors of van Ginkel et al. [2022a] are based on reference shear-

wave velocities of 500 m/s, based on a reference horizon at 200m depth. At a depth of 200 meters, the 

Dutch subsurface primarily consists of laterally extensive Pleistocene and Pliocene sediments, accounting 

for approximately 95% of the composition. As a result, the estimated amplification factors can be applied 

over a significant portion of the country. It is critical to note that the output of the GMM (section 6.2.2) 
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must either directly match or be convertible to the reference velocity of van Ginkel et al. [2022a] (500m/s). 

Obviously, no amplification factors are to be applied to the ground shaking intensity output (e.g. MMI 

scale). 

 

6.2.4 Exposure database, nuisance and fragility/vulnerability functions 
The state-of-the-art for risk exposure models in Europe was developed within the SERA project 

[Crowley et al., 2020]. See section 4.5 for details. The SERA taxonomy is quite broad and (apart from 

population) includes both residential, industrial and commercial buildings. That said, it does not take into 

account the peculiarities of some of the Dutch houses, for which targeted fragility models from Groningen 

do exist. Therefore, all unreinforced masonry (URM) residential buildings could be considered Groningen-

like and be assigned these special fragility models. 

The available nuisance functions are listed in section 4.3.2. A good fit would be the GSIPM by 

Teng et al. [2021], which is based on likely-induced earthquakes from Texas, Oklahoma and Kansas, with 

magnitudes between M 1.5 and 3.5 and hypocentral distances within 30 km. Alternatively, one could 

compute PGV or PGA estimates using an applicable GMPM for the Netherlands [e.g., Bommer et al. 

2022b], and then convert those to MMI using the conversion-relations of Schultz et al. [2021c], originally 

derived for Central and Eastern US. 

In terms of fragility functions, the ones by Kallioras et al. [2019] should be used for the URM residential 

buildings, the ones from Crowley et al. [2019] should be used for RC, steel and timber residential buildings 

and the ones from Martins & Silva [2020] for anything else. The consequence functions (damage-state to 

loss-of-life probabilities) of Crowley et al. [2017] should be used for the LPR calculations. The 

computational framework for such fragility and vulnerability analyses is described in section 4.7. 

Finally, a recent study by Tasiopoulou et al., [2019] concluded that for all seismic scenarios under 

consideration, the Groningen levee/dykes crest settlements remain well below the allowable limits. 

Verification is needed to make sure that this observation can be extrapolated to dykes outside Groningen. 

As far as pipelines are concerned, Kruse & Hölscher (2010) found that the seismic risk to pipelines in the 

northern part of the country is small (lower than 1 damage per 1000km of pipeline). Further research is 

required to ensure that other types of critical infrastructure in the country (e.g. hospitals, power plants) can 

sustain moderate earthquakes, up to say magnitude 6, a level that is very unlikely to be exceeded under 

normal circumstances in any of the small gas fields. 

 

 

6.2.5 Minimum magnitude for engineering purposes 
One issue that arises is that the fragility curves of Martins & Silva [2020] have been derived with tectonic 

earthquakes in mind, and are thus representative of damages caused by ground motions originating from 

moderate to large magnitude events, say above magnitude 4.5. The focal depth of these tectonic events is 

also much larger than the depths of the gas-fields. The Groningen-specific fragility curves on the other 
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hand, are calibrated mostly on shallow induced earthquakes say above 2.5. Furthermore, a Dutch URM 

house in reality should be paired with a lower Mmin value than a steel-frame office building.  

The complexity around Mmin does not end there, however. The risk metric under analysis (section 6.2.6) 

also affects the selected Mmin value. Structural damages require a larger Mmin than nonstructural damages, 

with the latter requiring a larger Mmin than nuisance calculations (via MMI). Therefore, ideally one would 

use Mmin values specific to both the taxonomy and the risk-metric, to overcome this issue, increasing the 

complexity of the calculations.  

If one assumes that the Dutch residential URM buildings will dominate the risk results and wants to 

avoid taxonomy-specific Mmin, then one could choose from the following indicative (ML) values: Mmin value 

of 2.5 for structural damages (and LPR), of 1.8 for non-structural damages and of 1.5 for nuisance. The 

thresholds for the damages are influenced by observations from Groningen, while the nuisance threshold 

is based on US data (https://earthquake.usgs.gov/data/dyfi/). 

 

6.2.6 Risk metrics and decision variables 

We propose the following risk-metrics as decision variables for whether an application will be escalated 

to level 3 or eventually be accepted or denied: 

• aggregate nuisance level: total number of people that felt the event (equivalent MMI scales above 

III) 

• aggregate structural damages: total number of structures with moderate structural damages. 

• aggregate non-structural damages: total number of structures with severe non-structural damages. 

• mean local personal risk: the annual probability of fatality for a person, who is continuously present 

without protection at a location. 

 

 Indirect economic losses (such as business interruption or economic disruptions) are more difficult 

to model and are neglected here. That said, they can be relatively high and site-dependent [Sousa et al., 

2022; Markhvida & Baker, 2023]. 

The damage-states adopted by the global risk map of GEM [Silva et al. 2020] or the ones from 

HAZUS [FEMA 2013] could be used as reference points. If the consequence function assumes different 

fatality ratios for daytime and nighttime, the mean of the two should be used.  

We recommend using the open-source OpenQuake engine [Pagani et al., 2014; Silva et al., 2014] 

for the hazard and risk calculations, which are described in greater detail in section 4.7. 

Given an estimate for each of these four risk metrics, the next step is to decide if these risks are 

worrisome enough to escalate to Step 3. We propose using the modelled scenario risks from the Huizinge 

event as a benchmark for risk tolerance. The Huizinge event caused extensive unrest in the public and the 

eventual termination of gas extraction at Groningen, so escalation criteria should ensure the avoidance of 

similar levels of risk. These modelled risk metrics will have to be computed using the same model-

components (GMM, exposure data, site-amplification factors, fragility/vulnerability functions) as for the 

https://earthquake.usgs.gov/data/dyfi/
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small gas fields. Furthermore, the protocol needs to escalate a case to Step 3 sufficiently before encountering 

Huizinge levels of risk.  For that reason, we propose scaling the Huizinge risk tolerance by a reduction 

factor that is yet to be determined based on a sensitivity analysis. Values between 30 and 60% for this 

scaling factor could be reasonable. If any of the four computed risk metrics exceeds this scaled Huizinge 

risk tolerance, then the examined case should be escalated to Step 3. Sanity checks for when escalation 

occurs must respect the potential for trailing seismicity [Schultz et al., 2022a], although fluid-extraction 

related trailing events have not been well quantified yet. We also note that a bias toward preferring false-

positives over false-negatives would be warranted here as well. We should clarify that escalation to Step 3 

does not automatically result in the rejection of the proposed gas-extraction plan, it just leads to a more 

holistic analysis that more rigorously captures the nuances of the source model, potential mitigation 

strategies, and potential recalibration of the GMM.  

Although we propose the aforementioned list, we should note that under current legislation, the 

regulator can only use mean LPR as a decision variable for the eventual rejection of an operator’s plan 

(threshold of 10-5). We would encourage modifications that would expand the discretionary power of the 

regulator, given that in Groningen nuisance levels and non-structural damages were a key driver behind the 

eventual termination of the project. We do not believe the public was aware or able to quantify its LPR, 

when protesting against the elevated seismicity levels. If the majority of the people start feeling seismicity 

for the first time in their lifetime on a regular basis or experience non-structural damages (that often they 

cannot distinguish from structural damages), then there will be social unrest and protests against gas-

extraction. Finally, the threshold of 10-5 for mean LPR is higher than other countries, with the value of 10-

6 being more common. 

 

6.2.7 Precomputed risk tables 
Mandating that every operator performs the proposed seismic risk calculations, which admittedly have 

significant computational complexity are require familiarity with specialised software engines, seems 

undesirable. To address this issue, we propose that the regulator hires experienced practitioners or 

consultants to precompute tables of risk outputs covering every scenario rupture envisioned by the 

proposed protocol (Figure 18). This task is simpler that it looks at first glance. The location of all small 

onshore gas-fields is known, while the magnitude range of the scenario earthquakes is finite. Given that the 

exposure model covers the entire country, and that the fragility and vulnerability model remains static, 

automatic the whole process is straightforward. The only task the operator has is to extract the right values 

from the risk tables (based on M1, M2 and the location of the field), and then post-process the risk metrics 

according to section 6.2.8. The risk tables could be available on spread-sheets, and both the data-mining 

and the weighting scheme could be done with simple predetermined input functions. The risk tables might 

require rare updates if new fields are found (or existing ones are extended), if new incompatible strong-

motion data become available, or if the population or built environment changes significantly. 
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Figure 18. Examples of hypothetical risk tables for different risk metrics. The damage-state could be either 
for structural or non-structural components. 

 

6.2.8 Post-processing of precomputed risk tables 
Given a precomputed risk table (Figure 18; section 6.2.7), we define a post-processing workflow that 

estimates the probabilistic nature of the relevant risk-metrics.  

We begin by considering a (normalized) Gutenberg-Richter magnitude-frequency distribution (GR-

MFD), doubly truncated between a magnitude interval of M1 and M2.  Here, M1 is the lower bound, M2 is 

the upper bound (see section 6.2.1), and b is the GR b-value providing the proportionality between big and 

small events.  This relationship can be used to define the probability density function and the cumulative 

distribution function. In this sense, we bound the likelihood of the next largest event’s magnitude – 

somewhere between the current largest observed event and the estimate of the largest possible event. The 

b-value can be informed by prior relevant cases (like Groningen), relevant tectonic events, or an 

amalgamation of both; we favor the first option.  We emphasize that M1 (and thus the pdf itself) changes 

as induced seismicity progresses in a gas field, since larger events will be presumably sequentially observed, 

increasing the overall weighted mean magnitude, even if M2 remains unchanged.    

We use this pdf as a proxy seismic source of the resulting risk. Thus, each (precomputed) risk output 

can be weighted according to the pdf of its source-magnitude. In the end, a probabilistic distribution is 

obtained for the given risk metric. We recommend using either the mean or a percentile above 0.50 as the 
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expected value for this risk metric. We should note that the risk-values are highly sensitive to this statistical 

metric of choice, e.g. choosing the mean or the median drastically changes the anticipated severity of risk. 

Mean values for the risk are standard practice in PSHRA [McGuire et al. 2005], but they can be biased by 

low-probability high-consequence events. Certainly, for the local personal risk, the mean value needs to be 

adopted to be compliant with the current regulation, although aggregate personal risk is also a useful and 

consequential metric for society. The exact statistical metric of choice should be informed by a sensitivity 

study, after the risk tables have been constructed – to ensure that the Step 2 escalation process does not 

fail to escalate potentially problematic cases (with the Groningen experience in mind). As indicative values 

of choice we propose either the 66th percentile, the 84th percentile, or the mean. As a crude rule of thumb, 

mean (structural) risk values are usually close to the 84th percentile. 

For demonstration purposes, we provide a simplified example to explain the post-processing workflow.  

Here, we use data and methods from a prior study that considered induced seismicity risks in the 

Netherlands [Schultz et al., 2022b].  From this study, we reproduce equivalent risk tables for nuisance, 

structural residential damages and LPR (Figure 18, first row).  Each risk estimate (y axis) corresponds to a 

different scenario earthquake (x axis). The severity of risk increases monotonically as the scenario 

magnitude increases, as expected.  Next, we use the GR-MFD probability density function weights to 

perform a weighted mean over the risk table obtained for the magnitude range between M1 and M2 (Figure 

18, second row).  We arbitrarily consider an Mmax of ML 4.5 as our upper truncation bound M2.  The lower 

truncation bound M1 changes, simulating new largest events being recorded at this hypothetical gas field. 

Here, we see that the future risk also increases monotonically as the lower truncation bound changes 

(second row). We also compare against the impacts estimated from the Huizinge event (black horizontal 

lines).  Note that this example has not scaled the Huzinge risk tolerances, contrary to our recommendation. 

For nuisance, damage, and LPR, all these risk metrics suggest that escalation to Step 3 should occur once 

an ML 2.5-3.0 event has been observed. We reiterate that this is a simple example constructed just to 

demonstrate the conceptual workflow. It does not use the hazard and risk model-components that we 

proposed, and thus the results may not be indicative. 
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Figure 18.  A stochastic application of the newly proposed Step 2 for a hypothetical gas field based on 
Schultz et al. [2022b].  Risk tables are computed for scenario magnitudes (top row).  Risk metrics are 
estimated for various lower truncation magnitudes (bottom row; M1) following the concept of a 
probabilistic scenario earthquake and compared against the Huizinge modelled risk estimates (black lines; 
benchmark). The upper truncation magnitude M2 is always set to 4.5. DS are the (structural) damage-states, 
CDIs are nuisance states. 

 
Here, we have outlined a post-processing approach that takes risk tables from scenario earthquakes to 

estimate probabilistic aggregate risk metrics.  The latter are then compared against the (scaled) impacts of 

the Huizinge event to decide when to escalate to Step 3.  Overall, this proposal is elegant, in the sense that 

we have decoupled it from source modelling of induced seismicity.  This is necessary, since Step 2 can occur 

even before induced seismicity has been observed.  This also allows for a clean transition into Step 3, since 

escalation will likely occur after earthquakes above Mc have been recorded – allowing for source modelling 

to begin after this data is collected.  Since this approach is source-model agnostic, it may also be 

indiscriminately applied to other types of induced seismicity (e.g. linked to geothermal energy or carbon 

storage).  Note that we have not explicitly placed a trailing seismicity model within the approach, since the 

existing trailing seismicity models are only calibrated on short-term cases of induced seismicity triggered by 

fluid-injection [Schultz et al., 2022a].  This allows for expert judgement to be incorporated – if information 

directly relevant to gas extraction cases becomes available in the future. This could be accomplished by 

changing the scaling factor for the Huzinge risk tolerances. 

 

6.3 Specifications on the risk management plan 

Under the current guidelines, Category II requires a binding, yet loosely defined, “risk management 

plan” that the operator must submit as part of the permit application process. This plan outlines a list of 

measures to be taken by the operator if certain magnitudes are exceeded within the field; it is essentially a 

magnitude-based TLS (section 3.3). The latest risk management plan of NAM, which operates 175 onshore 

gas fields in the country, is a good example [NAM 2021; their Table 3]. We will not discuss here the actions 
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related to communication and outreach, rather we will only focus on production- and permit- related 

matters. We propose a three-tier TLS, based on two magnitude-thresholds MY and MR that will be defined 

later on: 

• Green light: the maximum observed magnitude is below MY. Operations within the field continue 

as planned and the permit is still valid. 

• Yellow light: the maximum observed magnitude is above MY but below MR. Operations within the 

field continue as planned for another 24 hours, but within that time the operator must submit a 

report to the regulator with a list of targeted mitigation measures to limit the probability of a larger 

event. The permit is still valid, as long as the mitigation measures are faithfully implemented. 

• Red light: the maximum observed magnitude is above MR. Subsurface operations within the field 

must stop within 12 hours. Within 24 hours the operator must submit a report to the regulator 

with all the available relevant information and data. As long as the final magnitude of the event (as 

officiated by KNMI) remains above MR, the permit is no longer valid and the operator must reapply 

for a Category III permit to the regulator. If the permit is accepted, the operator can restart 

production. 

 

We define MY and MR following a data-driven approach in line with the framework presented in section 

6.2. For MR, we first derive for each of the four risk metrics, which M1 value results in escalation to Step 3 

(according to section 6.2.6). We can solve for M1, because M2, the b-value, the risk thresholds, the source 

characteristics and all the model components are known. MR is defined as the smallest from these four M1 

values. MY is equal to MR minus 0.5 magnitude units. Obviously, for this plan to be operational, the Mc must 

be smaller than MY. Finally, if the measurement uncertainty behind the computed magnitude solutions is 

non-negligible (e.g. above 0.1 magnitude units), then it must be taken into account by conservatively 

adjusting Mc, MY and MR (towards lower values). 

The existing (minimum) monitoring requirements of the protocol also stand: 

• Category I requires only KNMI’s established nation-wide monitoring network 

• Category II requires supplemental monitoring with an Mc of minimum 1.5 (ML) in the vicinity of 

the gas field (including accelerometers). 

• Category III requires supplemental monitoring with an Mc of minimum 1.5 (ML) in the vicinity of 

the gas field (including accelerometers), and vibration-monitoring for residencies. 
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7 External reviews 
We benefitted three external reviews from three experts with background either in the private sector 

(oil and gas industry), or in regulatory/policy frameworks, or in both. They reviewed an earlier version of 

this report and provided their written feedback which we have incorporated in the final version. Their 

comments, together with our brief responses, are listed below. 

 

7.1 External review #1 
Dr. Shawn Maxwell [Geophysical and Geomechanical Advisor at Ovintiv]: 

 
The report is a comprehensive analysis of relevant publications and includes a critical review of current 

protocols as implemented by the Dutch State Supervision of Mines. Recommendations are provided 

intended to improve the science-based protocols using additional research publications. 

Generally, the report is well written with a logical format. However, the work uses numerous acronyms 

which are often undefined and so should include a glossary. One underlying issue that stands out with the 

numerous publications that are reviewed and cited in the report, is that it is often unclear what statements 

relate to the actual publication versus editorial opinions of the authors. It is obviously important to 

distinguish what are finding and conclusions in a particular publication from any editorial commentary.  

In a few places through the document, there are holding places obviously intended for inclusion of 

additional material and references. 

The following provides specific comments on various sections of the report. 

 

• Section 2. 

Section 2 begins with an extensive literature review of global cases of hydrocarbon production induced 

seismicity, along with additional cases which may have a combined mechanism associated with 

simultaneous injection. While the review is a very helpful summary of extensive research database 

representing an exhaustive literature search, it contains a lot of detailed information and not always clear 

how it relates to the Dutch production issue. I would recommend focusing the case studies to the 

Netherlands and immediate surrounding areas and move the remaining sections (2.1.5 onwards) to an 

Appendix. A table could be included in the main body of the text summarizing the case studies and 

tabulating key observations such as maximum observed magnitude. 

The report would also benefit from a more extensive discussion of mechanism of production induced 

seismicity and perhaps a cartoon depiction of mechanisms that could be compiled using the Groningen 

example. 

The case study review tends to cite examples as being quiet or aseismic at various points in the report, 

without providing details of the minimum detectable magnitude. Since quiescence will in many cases be 

controlled by monitoring sensitivity, this context is important to the discussion. In section 2.1.2, for 

example, it is stated that “38 or 450 gas fields are now associated with induced seismicity” but it is important 

with such a statement to clarify the associated magnitude basis. Another example of the importance of 
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seismic sensitivity is the Clinton County, Kentucky USA example which describes essential a microseismic 

monitoring (Mw<1) in contrast to other cases.  

The authors cite a relatively large number of Texas cases, in context of the rest of the section. Perhaps 

the authors have been more rigorous in the case of Texas or leveraged material from previous reviews? It 

would be helpful to the reader to clarify if the number of cases have some sort of review bias or if indeed 

relatively more cases are readily available through internet searches. 

Finally, perhaps the Castor example should be included for completeness. While the case could well be 

classified as injection induced, the proximity to the Netherlands and associated with a depleted reservoir 

would appear comparable to other examples cited in the report. 

 

• Section 3.  

The review of guidelines for induced seismicity risk assessment, comprehensively covers key elements. 

However, it would be helpful for the reader to insert some of the material currently covered in section 5 

(or perhaps a high level summary of detailed discussion of the current Dutch protocol discussed in section 

5) prior to a more general discussion of induced seismicity risk. There are several aspects of risk discussion 

that could more pointedly describe implications to the Dutch protocol and provide critical contrasts with 

other protocols. 

Regarding the discussion of “traffic light system” (TLS) it would be helpful to provide context of the 

role of TLS and monitoring in relation to the interplay with the screening and risk assessment steps. More 

generally, the section would benefit from a critical discussion of seismic monitoring performance aspects 

for induced seismicity (magnitude of completeness, hypocentral accuracy). The role of monitoring to 

calibrate and ground truth risk assessments is an important aspect that does not stand out currently in 

Section 3. The role of TLS in protocols and risk management could be more directly described along with 

the importance of a robust monitoring framework. One specific editorial comment related to the bottom 

of page 20 describing research associated with “properly defining” thresholds but should consider 

rewording and perhaps using the term rigorously defining.  

In terms of section 3.4 and real-time monitoring it would be helpful to also describe the need for timely 

operational data. 

Section 3.6 covering mitigation would be helpful to separately described scenarios for injection from 

extraction, the mechanisms and operational considerations are obviously significantly different. 

 

• Section 4 

The discussion of geomechanical models in section 4.2.1. covers several diverse studies including various 

methods from finite element simulations of deformation to analytically solutions to statistical methods 

associated with seismicity catalogs to investigate causation. The section is part of a section on Seismicity 

Rates and hence is likely intended to describe a variety of techniques that attempt to investigate such. It 

would be helpful if the scope of the review were explained, specifically targeting what operational scenarios 
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and how it ties to induced seismicity protocols. A critical review of advantages and limitations of the various 

techniques would be helpful at the start. Part way through the section there is a detailed discussion of 

Groningen and a review paper by Kuhn, which could be moved to the start of the section and used to 

introduce the range of techniques and discuss the more general requirements for the Dutch protocols.  

The remainder of the section provides a useful and comprehensive discussions of other aspects of 

hazard and risk assessments. 

 

• Sections 5 and 6 

Details of the current Dutch protocol as described in Section 5 is obviously key to the report objectives 

and would benefit with being introduced much earlier in the document. The discussion includes both a 

description and in the text is interlaced with a critique of various points. It would be helpful in Figure 12, 

to define the classifications of I, II and III as shown.  

Throughout the document, the authors focus on aspects of the hazard and risk assessment. However, 

the seismic monitoring details are also clearly an important aspect but are not critically reviewed. Perhaps 

the topic is outside the scope of the report, but it would seem prudent to discuss in the document. On page 

48 with the discussion of magnitude of completeness requirements depending on the classification level. It 

would be helpful to critically discuss these, particularly in terms of the recommended protocol changes. For 

example, would a lower magnitude of completeness be beneficial to probably estimates of various 

magnitudes above Mmin and is there a requirement to have some practical monitoring level below Mmin. 

It would also seem that monitoring could help calibrate or ground truth assumptions associated with the 

hazard assessments and ground motion models. 

The three recommended changes to Step 1 screening potential appear sound. However, it is unclear 

what the process would be, for example it should be clarified if the authors are proposing a follow-up 

project to evaluate various machine learning options and customize an approach for an improved screening 

system. Apparently, there are numerous current fields where the seismicity state is known and as the authors 

point out there are numerous performance metrics that could be assessed and compared to current 

observations. Similarly, the details of the input data and associated uncertainties could be further explored. 

Perhaps a ‘roadmap’ of implementing the proposed changes would be useful including a conceptual 

statement of the revised screening tool functionality in context of the skill set of the intended users.  

The proposed changes to Step 2 of the process appear sound. The suggestion appears to incorporate 

the most recent data available and leveraging the previous work on Groningen ground motion is pragmatic 

as discussed by the authors. Additional discussion could be included describing potential issues associated 

with a broader application of Groningen and particularly how it could be assessed if monitoring data is 

available. As previously discussed, I recommend including a discussion of seismic monitoring and in this 

part of the report specifically in context of potentially validating or recalibrating the Groningen model.  

Finally, the authors’ suggestion of precomputed risk tables that could be used to populate risk tables 

with different magnitude scenarios appears technically sound. The authors claim that the location of gas 
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fields has already been identified, but scenarios could likely be encountered pushing the spatial extents of 

known fields, finding new fields or generalizing the approach to other activities. Furthermore, ground 

motion data could be recorded in the future that would require an update to risk tables. It would seem 

important that such contingency scenarios be considered to ensure reproducibility of consistent results in 

the future. 

In conclusion, the report is a comprehensive review of relevant information and sound technical 

recommendations to improve aspects of the current protocol. Suggestions have been made to improve the 

format of the report and relatively minor technical aspects of the proposed protocol changes. Whatever 

pre-screening recommendations the authors make, and the Dutch State Supervision of Mines ultimately 

implement, the probabilistic forecasting will not be perfect and susceptible to both missed cases and false 

positives. Therefore, it is critical that the actual seismic performance of these fields be closely monitored 

and timely actions taken dependent on the risk tolerance for induced seismicity at the discretion and 

accountability of the operators and regulators. The comments and suggestions of this review are not meant 

to comment on the effectiveness or accuracy of the screening process itself or any implied responsibility 

associated with the implementation. 

 

Authors’ response: 

We greatly appreciate Dr. Maxwell’s constructive feedback on an earlier version of the current report. 

We are glad to hear that “the report is a comprehensive review of relevant information and [includes] sound 

technical recommendations to improve aspects of the current protocol”. Below we clarify a few points that 

were raised by the external reviewer. 

• There were indeed a few instances where the exact citation for a study was missing. This issue has 

been resolved now. 

• Information from section 2 is used in section 4.2.2 and helped us have a broad understanding of 

the triggering mechanisms, aiding sections 5.1, 5.2 and 6.1  

• It is true that high Mc might mask some seismicity in the field we list in the literature review. We 

have added a sentence to reflect that now. 

• We believe that we cite a relatively large number of cases from Texas because this area is better 

covered by the scientific and historical records, not because we are more familiar with that part of 

the world. 

• Now monitoring requirements are an essential part of the proposed TLS (risk management plan) 

• We have now rearranged section 4.2.1 

•  The cited references at the end of section 3.4 [e.g. Templeton et al., 2021] include a lot of details 

for the monitoring requirements, both in terms of instrumentation and data-availability. 

• In section 3.6, we have now clarified which mitigation measures apply to fluid extraction. 
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• The minimum value of M1 is the Mc (section 6.2.1), so the operators are incentivized to lower Mc 

as much as possible. 

• The caption of Figure 12 has been now updated. 

• Yes, we envision that SoDM will commission a follow-up project that will conduct quantitative 

studies based on our recommendations and eventually provide implementation details for a revised 

protocol. 

• This report is focused more on the protocol used for the permitting process and less so on the 

protocol used during the production-phase (because the latter is very loosely defined in the current 

guidelines). That said, now in section 6.3 we do propose a new "risk management plan" and there 

we have now added more information regarding the Mc and the uncertainty behind the magnitude 

solutions. 

• We agree that the risk tables might require updates if new fields are found (or existing ones are 

extended) and if new strong-motion data become available. We added that to the text now. 
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7.1 External review #2 

Anonymous:  
My comments come from the perspective as a scientist that works for a regulator, plus some direct 

comments on the seismology of the problems proposed.   

 

• General Comments 

This is a very well written report.  The literature review is outstanding and forms the basis of the 

recommendations.  The literature review illustrates the challenges faced with regulating for induced 

earthquakes that have yet to occur but are based on past events.  Furthermore, as stated in the report, recent 

literature has focused on the role of water injection for induced seismicity. Regardless, the literature review 

and the proposed recommendations are based on what is currently know and is likely to change in the 

future.  I can appreciate having to form policy based on imperfect information.  This report does well to 

point out the current state of knowledge and to propose changes to the current system.  I will point out a 

few points that the author may consider for this report.  My comments are suggestions based on my 

experience and knowledge; there is no correct answer.  

  

You might consider mechanisms for industry involvement in sharing information with the regulating 

agency, academics, and other industry members, even creating operator teams. This model, although not 

ideal, has provided a change in the culture of sharing in the state of Texas, and is termed Operator-Led 

Response Plan (ORLP) (https://www.rrc.texas.gov/oil-and-gas/applications-and-permits/injection-

storage-permits/oil-and-gas-waste-disposal/injection-disposal-permit-procedures/seismicity-

review/seismicity-response/). In the state of Texas, we struggle to get information from industry, but have 

found this mechanism to work well to get companies to share information.  We have a carrot/stick 

approach for this.  We propose strict regulations based on the information that we have, and encourage 

industry to “prove us wrong” by providing information, to be shared with other industry working in the 

impact region.      

Another aspect that many studies fail to address is the nature of changing injection/extraction that 

occurs in an active reservoir.  A maximum magnitude estimation can be completely off given the changing 

conditions of faults in response to fluctuation in operations.  The level of regulation required to monitor 

these changes may be virtually impossible to achieve.  The framework proposed need to consider these 

changing conditions, especially in regards to maximum magnitudes. 

One of the challenges is to make sure that a response to induced seismicity can be standardized, yet, 

remain flexible enough such that experts can modify given the situation.  I know that the point here is to 

automate as much as possible, however, there may be a situation not quite with a scenario, and experts 

should weight in heavily. The framework needs to incorporate expert opinion and have points of entry for 

this to occur.  For example, in Texas, the state seismology only reviews permits that are high risk, or warrant 

special consideration.  This allows the automation to move forward for lower risk wells.  In my opinion, 
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experts should be reviewing the response when warranted (higher than expect event magnitudes; changing 

seismicity rates; improved monitoring, etc.)  

There is a substantial need to continue to research mechanisms because of extraction of natural gas.  

There are many times the report highlights some of these outstanding research questions.  I suggest placing 

these questions in a table, and having the report serve as a foundation for a research plan.  

Finally, I cannot emphasize enough that all of these recommendations work on the assumption of a 

stable and robust seismic network. This is foundational, and improvements in the network can improve the 

understanding of these gas fields. 

I am not going to provide comments for each section, as some of this is out of my expertise.  I am 

providing comments that I hope are helpful to focus the report such that a regulator can implement 

immediately. In the end, I support all of the recommendations proposed, and provide these comments for 

consideration for improvement and clarification. 

 

• Specific Comments 

− Broken link- Geological Survey of the Netherlands (GDN; 

https://www.dinoloket.nl/en/subsurface- models) 

− Missing Ref: Simpson & Leith [1984], Hicks et al., 2021 

− Page 17: Pre-screening of anticipated hazards/risks:  Might be good to have an illustration of this 

approach (risk/likelihood). 

− Page 56, bottom of page: “Finally, a recent study by ______ concluded that industrial facilities and 

critical infrastructure in the country can sustain moderate earthquakes of magnitude around 5, a 

level that we do not expect to be exceeded under normal circumstances in any of the small gas 

fields. Similar conclusions have been drawn for the dikes (______).” . Needs reference. 

−  Page 60: “Studies should explore alternative models, using performance metrics to both assess 

validity and quantify improvements.” “For similar reasons, the epicentral uncertainty behind the 

earthquake solutions might be much larger than currently foreseen (3km), something that should 

be also taken into account in an explicit way. Furthermore, the classification data is biased 

temporally, in the sense that events above the Mc will only be recorded after sufficient reservoir 

changes have occurred. “. The ugly truth about seismology is that earthquake location depends 

mainly on your station coverage.  Even with a decent network and what appears to be small, the 

depth determination trades off with origin time.  Depth can be off significantly due to model 

uncertainties, and you need to have a station within a focal depth to have a chance at getting at this 

number.   As also mentioned, these uncertainties change as a result of a changing seismic network.  

This dictates that regular updates need to be made on any system assessing hazard/risk.   

−  Page 61 “For the lower bound, M1 is defined as the largest observed magnitude thus far. To be on 

the conservative side, if no magnitudes above Mc have been recorded around the field, then M1 is 

set equal to Mc.” “Assuming a binning of 0.1 for the range of magnitudes…”. Magnitudes are even 
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more uncertain than the depth of an earthquake.  This is the result of different geology at different 

seismic stations that can result in significant variation of magnitude at each location.  It is not 

uncommon to have a 0.5 difference in magnitude estimation at different stations for each event.  

This highlights the need to incorporate errors in the complete framework. 

 

 

 

Authors’ response: 

We thank the anonymous reviewer for reviewing our work. We are glad to hear that “this report does 

well to point out the current state of knowledge and to propose changes to the current system”. Below we 

clarify a few points that were raised by the external reviewer. 

• It is true that in some cases found in the literature some of the wells in the producing field are 

injecting fluids to aid the extraction process. We did not have data to confirm this for the small 

onshore Dutch gas fields we were focusing on. Our guidelines assume that any generated seismicity 

is only linked to fluid-extraction and that injection volumes are either negligible or preferably zero. 

We have now stated that in section 6. 

• Our framework does incorporate points of entry for expert opinion given that if a field is labelled 

as Category III, then Step 3 becomes mandatory. Step 3 employs a detailed (yet purposefully loosely 

defined) quantitative risk analysis conducted by experts. 

• The GDN broken web-link has been now fixed. 

• There are no missing references anymore. 

• Although accurate depths can be difficult to obtain, this is not a huge issue for the production-only 

fields in the Netherlands, given that the depth of the reservoir bounds is well known and seismicity 

is expected to occur only within those constraints. Depth becomes more important if there are 

overlapping injection activities within the field, something that is outside the scope of this report. 

• We agree with the reviewer that the uncertainty behind magnitude solutions can be significant. 

Now in sections 6.2.1 and 6.3 we have accounted for this uncertainty in an explicit way. 
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7.3 External review #3 

Dr. Gunter Siddiqi [conim ag]: 
 

I found the report extremely interesting and informative, and I thoroughly enjoyed reading and thinking 

about it. Allow me to make a few summary comments that capture a large part of my detailed comments. 

 

(1) It is my opinion that you should explain your preferred regulatory approach to the reader of the report. 

I have sketched an introductory passage in chapter 3 where I suggest an approach to outlining your 

preferred approach to regulations. Regulations might span a spectrum from prescriptive to performance-

based on the one hand, and from deterministic to probabilistic on the other hand. I have indicated in my 

textual comments, particularly in chapter 3-5, passages of your text where I have interpreted a strong 

penchant for a prescriptive approach to regulations. If you identified your preferred style of regulation, the 

reader would very much understand, for example, a number of your passages that I have commented on in 

the document itself. Some of the passages include not only fact-based arguments but also judgements that 

are not supported by references to scientific facts.  

 

(2) I suggest that you emphasize the point that a number of your recommendations derive from recent 

research and innovation – a substantial amount of which has not been tried and tested yet in an operational 

environment. In my experience, the arrival at scientific and technological consensus regarding the 

effectiveness and utility of new technologies, processes and procedures is a lengthy process which requires 

a lot of testing and verification between origination of ideas and routine application in the field. Once there 

is ample field observational evidence that new or modified processes, technologies, procedures etc. work, 

then comes the time to adjust industry standards that will be subsequently subject of regulatory scrutiny 

and rule-setting. 

  

(3) Along those lines, I suggest that you explicitly state that have you not provided an analysis of the 

effectiveness and outcomes of the existing Dutch (binding) guideline (DHAIS); you are undoubtedly aware 

of the cost-benefit analysis of regulations that need to be undertaken. Recommendations are particularly 

welcome if – to give a few examples – regulations have proven to be ineffective, desired outcomes not 

achieved, costly to the extent that industry has scaled back or withdrawn, or if regulations pose significant 

difficulties to be implemented. As you are undoubtedly keenly aware, proposed changes to regulations 

trigger intricate processes where all parties involved have to discuss and ultimately agree on proposed 

changes. 

 

(4) I also suggest that you acknowledge very clearly that you have not consulted industry or industrial 

practices when it comes to managing induced seismicity. In my professional experience, policies and 

practices of highly performing companies view regulatory guidance as a “minimum” to be complied with 

and that actual procedures and processes are significantly more sophisticated than what regulators expect.  
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(5) I very much appreciate the long list of interesting case studies that you have provided. I could not help, 

however, wonder about the relevance to the problem at hand. I have suggested a minimalistic approach to 

addressing the relevance at the outset of chapter 2. This chapter would benefit greatly from a summary of 

kinematic and dynamic features of the small natural gas fields in The Netherlands; features that makes them 

susceptible to induced seismicity (e.g. fault architecture, fault rheology, initial pressures in natural gas 

bearing formations, information regarding the state of stress and its inhomogeneity, ...). I have also 

mentioned a number of references that might be useful to bridge the gap between relevance of the case 

studies that you cite and their applicability/relevance to small Dutch natural gas field. The subsequent case 

studies would then benefit from additional sentences that describe the relevance of a case study to Dutch 

small natural gas fields in terms of geological and operational hazards that have caused unwanted 

earthquakes. 

  

(6) Overall, I see the merit of your recommendations. I suggest, however, that you improve the quality of 

the justification by drawing much more explicitly on chapters 3 and, particularly 4 as well as basing your 

justification on scientific facts alone. Again, I have provided ample comments in the text to this effect.  

 

Authors’ response: 

We thank the reviewer for reviewing our work. Below we clarify a few points. 

 

• We were tasked with critically reviewing the existing regulatory protocol, and in particular with 

rendering it more quantitative and up-to-date with the latest scientific literature. We do not consider 

the proposed changes materially less or more prescriptive than the existing protocol. The proposed 

changes simply enable the protocol to be more data-driven and in line with the state-of-knowledge. 

• We were assigned this task because of our expertise in the topic under investigation. For 

transparency reasons, we always aimed at citing all relevant literature, regardless of it being in line 

with our expert-opinions or not. Given that the topics under review were often at the cutting edge 

of scientific research, well-established methods and opinions were not always available to us. In 

those infrequent cases, we had both the expertise and the assigned discretion to express our own 

well-informed opinions and recommendations. 

• We were tasked with critically reviewing the existing regulatory protocol because it was deemed to 

be likely outdated and not rigorous enough given the latest quantitative trends. We made great 

efforts in greatly reducing the added cost of our recommendations (section 6.2.7). We believe that 

the operators will face negligible additional costs when it comes to the permitting phase and 

minimal additional costs when it comes to the monitoring phase. The proposed increased 

computational costs to aid the permitting phase will burden only the regulator and are essentially a 

one-off non-recurring relatively low-level expense. In any case, these costs are extremely small 
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when compared to both the value of the extracted energy and the potential mitigated economic 

losses. 

• We purposefully targeted people from the industry as external reviewers to gather feedback 

decoupled from the academic domain. 
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